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RESURGENCE OF ‘OLD’ IDEAS?
[bookmark: _GoBack]STRUCTURAL CHANGE, GEOGRAPHICAL SPECIFICITY AND THE WIDER SETTING OF MNE STRATEGY



Abstract. Geography is not destiny, but recent suggestions that geography and above all geographical specificity need to be taken seriously if we are to understand the conditions under which strategies of multinational enterprises (MNEs) are linked to knowledge, technology and innovation affords an opportunity to integrate the literature on MNEs and economic geography – a link that existed in the past but has in part disappeared from sight. Arguing that Iammarino and McCann’s recent Multinationals and Economic Geography: Location, Technology and Innovation (2013) goes a long way towards reintegrating the two fields, this paper suggest that a more detailed consideration of structural change over time would enhance the usefulness of their efforts further. Towards this end, and being conceptual rather than theoretical or empirical in nature, it outlines the benefits of using a structural cycle model linking recurrent patterns resulting from technological change to spatial adjustment and institutional specificity as these factors interact with firm strategy. As such it will allow both for a sharper sense of the wider forces influencing strategy and provide a fuller heuristic to be applied to the MNE as a special case of the business firm more generally.





Paper submitted to EIBA 2015 for consideration.

1. Introduction
Corporate geography may seem to have fallen by the wayside. Still, it can be argued to be important for today’s management of firms (e.g. Ramos and Shaver 2009, 2013), and especially so if put into a wider context of structural change. While certainly not a unique or novel proposition (see e.g. Vernon 1966; Webster and Dunning 1990; Kogut 2002), the claim of the proposed ‘resurged’ framework below is that it can yield a new set of insights of relevance for modern management. Technology, globalisation and other similar phenomena all play a part, as do the shifts in global demand for particular products or services and the availability of resources critical to firms’ performance. Critically, such broad phenomena interact with factors of a contingent nature typically subsumed under the heading political risk (Aharoni 1966; Moran 1999; Jensen 2006), be they related to currency regimes, neighbourhood risks, policy change or institutional idiosyncrasies.
Existing theory goes a long way towards helping us understand the factors at work. As Iammarino and McCann (2013, p. 24) note, however, ‘a lack of geographical specificity […] preclude[s] any coherent analysis of the changing dynamics of spatial industrial configurations under the pressures of globalization’. They offer a powerful synthesis of the accumulated insights of several different (and typically non-communicating) literatures suggesting that as ‘[t]he specificity of MNE [multinational enterprise] geography-knowledge-technology interactions is increasing […] these developments also provide for the possibility of more sophisticated, subtle and imaginative solutions on part of MNE strategies’. Using the insights garnered by the likes of the OLI framework (e.g. Dunning 1977, 1988, 2001), the product life cycle (Vernon 1966, 1979) and Hymer’s ([1960] 1976) political economy approach to foreign direct investment and multinational enterprise, marrying them to parallel inquiries into optimal location choices, technology development and the role of clustering, they arrive at a more clear understanding of the rapidly changing world that is the world of MNEs, stressing the ability of this ‘important economic agent, the business firm’ to adjust ‘to the changes in the external environment over time’ (Iammarino and McCann 2013, p. 360).
It is precisely at this point their timely contribution to our understanding of the conditions under which the modern firm operates would benefit from a closer engagement also with broader patterns of change and development. Theirs essentially being an account based on the micro level foundations of firms, technology and innovation, the ‘the requirements of institutional, organizational and technological change under globalization’ (Iammarino and McCann 2013, p. 24) also point in the direction of macro phenomena. Indeed, they outline the features of globalisation seen as a historical process, down to the point that they link it to a succession of industrial revolutions and the technological leadership as it shifts across countries. They stress phenomena are not necessarily inexorable forces beyond the control or mitigation by individual agents, including firms, but at once both set the stage for and afford resources in the form of insights that can be leveraged for strategy ends. Yet, while this serves to underline that major changes do not take place all at once across the globe, but rather that MNEs are the agent which promote the diffusion of new innovations (Iammarino and McCann 2013, Chapter 6), their account does not clearly link that process to the opportunities and pressures that these industrial revolutions create in their wake. It is to this issue the present paper is addressed.
Our starting point is a simple and well-established observation: the firm can be seen as a bundle of different activities (Coase 1937). Which activities are carried out within the legal boundaries of the firm and which ones are handled at an arm’s-length basis depend on the particular situation of the firm. However, beyond a basic Coasian or Williamsonian understanding of market and hierarchies as an issue of transactions costs and optimal contractual forms (Williamson 1975), indeed beyond networks as not just yet another hybrid form (Williamson 1985, 1991; Thorelli 1986) but also as ‘the coordination of social life’ (Thompson et al. 1991; cf. e.g. Bradach and Eccles 1989; Powell 1990; Ménard 2004; Hennart 2013), it is important to note that the choice set is also dependent on the development of technology and institutions over time. In turn, this development has profound spatial implications.
To see why, and to what effect and why it is relevant for corporate strategy, the paper is organised as follows. Following a discussion in Section 2 below of the temporal dimension of structural change in the economy, a number of seemingly separate, yet interlinked types of spatial change are outlined in Section 3; these include agglomeration, suburbanisation, filtering and off-shoring. The modifying effects of context – primarily in the form of institutions and institutional change – are the subject of Section 4, while the concluding Section 5 draws out the implications of marrying long-term technological and structural change with the driving force of spatial adjustment.

2. The Temporal Dimension of Structural Change in the Economy
Just as there has been recognition of the importance of product, industry and cluster life cycles (Vernon 1966, 1971; Klepper 1997; Menzel and Fornahl 2010), also cycles of structural change have long been acknowledged. They have, however, been difficult to define and hence to investigate empirically; as with the product life cycle, the theoretical foundations leave a thing or two to be desired. In general, cycles are discussed in terms of long cycles or business cycles, where the identification of the latter is met with more consensus than the former. A main reason for this state of affairs is that short term economic indicators are more readily observable and the effects more directly verifiable.
For our purposes the longer-term patterns of structural change and their repercussions for the economy, institutions, location and consequently for management of firms are the focus. As such, our reasoning has considerable affinity with Vernon’s international product life cycle and similar ideas, but it goes beyond that for the same as Iammarino and McCann (2013, pp. 43–44) identify, namely the locational and organisational issues are more complex and cannot be reduced to an issue of labour cost differentials alone. It also shares some features with work on patterns of industrial innovation in the tradition of Abernathy and Utterback (1978), but likewise attempts to move on to include the macro dimensions of exogenous technological change; after all, the unit of analysis (the “productive unit” as they styled it) in Abernathy and Utterback (1978) was more typically the production process or ‘a separate operation division’ (p. 43). Instead it moves in the direction of Winter (1984) on the shift from entrepreneurial innovation regimes to routinised ones, but sets out to move beyond the firm or industry level application by putting this in the wider context of major technological change. This also implies that it adds to, indeed is complementary to, Iammarino and McCann’s (2013) recent framework where micro foundations are at the core linking both multi-functionality and multi-nationality to technological development and locational considerations. While multinational companies (MNCs) are indeed the main vehicles for, and often initiators of, globalisation processes as Iammarino and McCann (2013) forcefully argue, they do not act in a vacuum or forge ahead for reason entirely under the control of the company or entrepreneur. All firms are, at least to a degree, hostage to particular times in history and we need to understand this broader flow of developments to truly appreciate the finer points of strategies and outcomes of business behaviour. For this reason we turn to the literature on long waves of technological change.
The first proponent of long cycles of this sort is Kondriatieff (1935).1 He identified three such cycles as the first long wave in the early 19th century, the second in the late 19th century, and the third in the early 20th century. Of importance here is that the third cycle is the correspondence in time with the emergence of the first multinational corporations.
The fundamental explanation for the observed changes in the economy that Kondriatieff put forward was that technological development in essence is endogenous (Kondratieff 1935, p. 112). Superficially, this conception can be seen as being at odds with Schumpeter’s (1946) view of the pivotal role of entrepreneurs and their innovations in changing economic structures, but these explanations operate at slightly different levels of abstraction. The former focuses on innate change, whereas the latter highlights the role of the individual and his/her role in the economic system. (As it happens, Kondratieff is a major source of inspiration for Schumpeter’s work on business cycles from 1939.) Furthermore, although Kondriatieff (1935, p. 112) also downplayed technological change as a driver of long waves – indeed, keeping all doors open, he is careful not to attribute such change to any particular factor – his fundamental point on endogeneity remains. This confusing legacy is compounded by the lack of accompanying theory to explain the main reasons for actual cycle change. As we shall see, in research acknowledging a debt to Kontrafieff this is something that lives on to this day.
Not so with another significant proponent of long cycles, Kuznets (1958). The man behind the GDP measure argued for construction activity as a major source of cycle progression. Although this might seem a rather limited way of explaining major societal changes, given the focus on demographic change and economic activity it had strong spatial implications. Here investment and population growth, thanks to migration and urbanisation, are identified as a main determinant of capital formation in the form of building construction, be it plants, infrastructure or residential units. Cycles of a duration of 15 to 20 years result, following on a two-stage sequence where (1) investment in new production technology is followed (2) by investment in urban infrastructure brought about by new household formation resulting, in part, from rural to urban migration. This second stage, as Easterlin (2000, p. 133) has noted, ‘reinforces and sustains the growth of aggregate demand set off by the first stage investment in new technology, and dampens the tendency toward shorter-term recessions in the economy’. Furthermore, this second stage, the same commentator notes, is the one primarily associated with locational restructuring at the firm or industry level. Indeed, he goes on to suggest (Easterlin 2000, p. 133),

Over the long term, the combined impact of the new technology and rising incomes associated therewith is a great impetus to geographic concentration of production, centering on cities and towns. But the process of urbanization does not proceed monotonically. Rather, under free market conditions the introduction of the new technology and the associated rise in urbanization occurs in a succession of investment booms and busts.

Keeping population growth in mind, technology development also feeds investment. As to technology developments, some are more general than others. General purpose technologies have what amounts to a ground-breaking impact, or a “protracted aggregate impact” (Jovanovic and Rosseau 2005, p. 1182) rather than Schumpeter’s reference to any technological innovation. Examples of the former are the steam engine, electricity, the combustion engine, and information technology. These examples can be adopted by most sectors of the economy and will be improved upon over time. Adoption of general purpose technologies initially tend make skills premiums rise (as they may not be ‘user-friendly’) and provoke reallocation of resources. Complementary activities are affected in this process, implying co-evolution of different segments of the economy, “development blocks” (Dahmén 1950, 1988; Carlsson and Henriksson 1991). Bottlenecks then are likely to appear, being instrumental in inducing further innovation and investment (cf. Schumpeter 1946; Laestadius 2005). 
These basic ideas are picked up by Schön (2010) in his economic history of Sweden. Here, he points to the importance of subsequent, efficiency-seeking activities that follow the introduction of general purpose technologies. This rationalization triggers higher productivity in general as the technologies are diffused and, in turn, spatial relocation of economic activity. Compared to earlier models of technological change, such as Kontratieff’s which only details phases of ascent and decline (the former typically being of longer duration than the latter), Schön’s version accepts the sequence of events of his predecessors (i.e. three major industrial revolutions, each subdivided into two stages) but breaks each stage into several phases. Each cycle, for example, is composed of two Kuznets building cycles of slightly different character.
Starting at the point where a structural crisis paves the way for a new technology to be introduced – that is, when shifting relative prices makes the new technology (which need not be very new) relatively more attractive comparted to what it used to relative that which dominated the previous cycle – a transformation phase of increasingly high levels of investments begins. It is also characterised by rather high levels of turbulence (high rates of entry and exit of firms) and relatively high levels of profits for those who succeed with their investments; indeed at this stage the investment ratio rises and capital increases its share of total factor income. However, it also typically implies high levels of debt and with time increasingly high levels of competition, often leading to a minor financial crunch (labelled a transformation crisis), after which a protracted period of rationalisation sets in. During this latter period, jobs are indeed lost as firms are forced to rationalise, but the economy expands and at least initially labour is absorbed at high rates. This in turn implies that labour’s share of total factor income increases while that of capital falls back. Only as the scope for further rationalisation is exhausted, for instance due to stagnating demand which does not allow for further expansion in turn permitting increased productivity gains through the use of economies of scale, the cycle has run its course and the process starts all over again – provided that there is a new set of technologies waiting in the wings and businesses or entrepreneurs willing to take the plunge. Before that happens, we will maintain, also various spatial strategies, or strategies with spatial consequences, are employed by businesses intent on rationalising their supply chains, production processes and distribution and marketing activities further.
As for the major industrial revolutions each industrial revolution is built on the availability of a new general purpose technology, the versatility and pervasiveness of which allows it to spread across sectors and over time reduce cost for users over large parts of the economy. Economic historians may alternately suggest that we have seen five such industrial revolution, each corresponding to a Kondratieff wave (Schumpter 1939; Freeman and Louçã 2001; Perez 2002; Kingston 2010) or that there have been three major such revolutions, with important changes built on the revolutionary technology taking place in between (Schön 2000, 2010). Thus, following the diffusion of the new technology in its original form, and for its original purposes, each industrial revolution is made up of a second cycle where the new technology helps spawn a range of new innovations, either of the product or process variety. 
For reasons of providing for a more fine-grained analysis as far as the nature of change is concerned we side with Schön here; as for the timing and type of technologies, and the attendant institutional and organisational changes to be observed, the various analyses focusing on either three or five epochal innovations (as Kuznets 1966 has it) are essentially in full agreement. This decision is made the more reasonable, we believe, in light of the fact that also Iammarino and McCann (2013) couch their account of globalisation in historical perspective in precisely those terms.
Thus, in the original industrial revolution, the first structural cycle covers the introduction of steam power for resource extractive or manufacturing ends, the second its use for example in transportation. Thereby it is given something of a new lease of life, which in turn explains why these remain core technologies for so long. The revolution brought about by the microprocessor and integrated circuits, is already in its fifth decade – and many of its core innovations were available already by the Second World War or shortly thereafter. Thus, the “second machine age” so vividly described by Brynjolfsson and McAfee (2014), or the third industrial revolution as described by Rifkin (2011), both refer to the second cycle following on the introduction of the third round of general purpose technologies; this is the point where computer and telecom technologies have come of age, spawning a large number of new products and applications (such as the Internet of things), and many new firms with it, without necessarily presupposing further truly radical innovations.
At each turn, however, the structural cycle is accompanied not just by technological change and the changes in the structure of the economy that follows in its train. There is also institutional change, which either prepares the ground for (ex ante, often introduced in a top-down fashion) or follow (ex post) on the heels of the introduction of the new technology in order to make it more easily operational. Business and business owners may contribute to such change by lobbying or other means such as standardisation efforts, but there are also other agents that may have a say here (Deeg and Jackson 2007). Indeed, and unlike North and Thomas’s (1971, pp. 16–17) original idea of the private rate of return necessarily being in line with or exceeding the social rate of return to come about, change can happen for no rational or instrumental reasons at all, in turn affecting both acceptance or penetration rates of new products and geographical production and consumption patterns. It should be noted, though, that Schön (2000, 2006; Enflo et al. 2008), like Kondratieff (1935) before him, is very careful to underline the empirical nature of the cycles: the waves or cycles as such are empirical regularities, not necessarily causally linked phenomena. 
The important point here, however, is that while technology and technological change indicated by the structural cycles associated with the various industrial revolutions is open to the critique that it is much too aggregated to allow for firm or even industry specific developments to be accounted for – let alone used to derive strategies with time horizons appropriate to firms in a highly competitive world market – it allows for strategic positioning. Had this not been the case, a technological regimes approach might for instance have been more appropriate thanks to its strong focus on innovation and learning (Pavitt 1984 and the large body of research to follow in its train; for a review see …). However, to understand the general conditions under which business operate, and why and when rationalisation pressures are likely to be strong or what it is likely to end up in once easily available options for rationalisation have been exhausted, the broader picture is needed. This is so, if only to allow strategies that seriously consider the forces at work including those resulting in structural change, interact with macro-economic aggregates or result in shifts from entrepreneurial innovation regimes to routinised ones (à la Winter 1984). As such, we strive to add an additional dimension to the in many respects successful attempt by Iammarino and McCann (2013, p. 6, emphasis in the original) designed to ‘integrating different theoretical approaches, and by addressing simultaneously different levels of analysis’ with a view to ‘identifying the linkages between different types of firms and activities, and the way these linkages are shaped on the one hand by geography and space, on the other hand by innovation, technology and learning, and also by the interactions between these different dimensions and phenomena’. This dimension is how firms make use of space and geographically differentiated conditions, how they structure their organisation and mode of operations accordingly and why it needs to be done continuously not only on account of the treacherously shifting sands of competitive markets but also the long-term processes which slowly change the rules of the game, only to reach a tipping point or a structural break with a potential of changing those rules rather dramatically. 
Although at times contingent on chance events and local idiosyncrasies, and the opportunities for niche developments and strategies that go against the grain which follow from such particularities, there are nevertheless intelligible patterns of change to be observed. What is more, it can often be related to phenomena already part of the canon of business studies. Thus, the above reasoning with respect to the spatial changes that follow in the train of the various stages of the structural cycle connects to Hymer’s ([1960] 1976) assertion that direct investment overseas (as opposed to portfolio investments) is a function of wanting to control foreign assets. Chandler (1986) took the proposition further by identifying the need for and the possibility of maintaining administrative structures over geographical distances as the main explanation of the emergence and rise of MNCs in the 1870s, and since then. In parallel, the possible organisational forms have historically developed as communication technologies evolved (Chandler 1962). Product and area divisions, national and international, in firms are a straight forward product of this later development.

3. Spatial Location of Activities
Aggregate patterns
The combination of new technology, agglomeration advantages and rising incomes tend to favour and reinforce the concentration to urban centres (Jacobs 1969, 1984; Glaeser et al. 1992; Ades and Glaeser 1995; Easterlin 2000). This development tallies well with Kuznets’ (1958) argument that investments in new technology are followed by investment in urban infrastructure. Yet, the urbanisation of capital formation, irrespective of it is driven by firm selection or agglomeration economies as such (Combes et al. 2012), will also lead on to pressures which not all incumbents might be able to weather. Thus, increasing factor costs and sheer physical constraints are strong incentives for subsequent relocation of activities further away from urban agglomerations. As Vernon (1966, p. 196) noted with respect to the product life cycle, just as all locations are not equally likely to see the advent of new products, as products mature “there is likely to be considerable shift in the location of production facilities”.2
Indeed, it is not at all surprising that this reasoning is compatible with the notion of the product life cycle. We often observe an innovating firm being overtaken by close (in time) followers when time is ripe for harvesting the economic fruits of the original innovation. Later coming competitors in the sector take advantage of the original advances and can more rationally exploit factor conditions than the – often haphazardly located and organized – innovating firm. In terms of firm strategy this also illustrates the finding that second mover advantage empirically tends to be more profitable than the (much heralded) first mover advantage.
This is also reflected in the different types of positive agglomeration externalities which might attract firms, or simply make them better able to withstand competition, during different stages of the product cycle. Thus general agglomeration economies, or urbanisation advantages, have been shown to have a positive effect on firms, thereby nurturing further urbanisation (e.g. Hoover 1937; Glaeser et al. 1992; Henderson 1997; Malmberg et al. 2000). Localisation economies, which are specific to an industry, have been less easy to pin down empirically, but given that also low-tech firms agglomerate, and do so in more peripheral and less populated locations (e.g. Maskell 1998; Polèse et al. 2007; Nuur and Laestadius 2010), they can also be assumed to be of some consequence. As has often been noted, typically referring to the work of Jane Jacobs, diversity brings benefits of an ideational type which go beyond also the traditional notion of localisation economies, a pattern that also empirical research has been able to verify (e.g. Neffke et al. 2011). Importantly, variety, but variety of a related sort, turns out to be a significant determinant at various stages of the life cycle of products and firms and in regional and urban development (e.g. Boschma and Frenken 2011; Boschma et al. 2015).
The phenomena and forces outlined thus far, both of the agglomerating and the dispersing kind, have implications for firm location and spatial patterns at a more aggregate level. Spatially, we see a pattern of relocation, where firms and/or an industry consecutively move from congested areas to suburban locations, to places further afield within the same country or abroad. While there are also other factors than relative costs and benefits of agglomeration at play – territorially embedded resources of a material or immaterial kind, changes in the geographical structure of market growth and demand, the nature of competition, etc. – the overall pattern has been documented in a long line of studies over the past half a century or so. Being first established in major urban centres (or nursery cities, as Duranton and Puga 2001 have it), at some point the changing nature of a given line of business triggers relocation or relative shifts in entry/exit as increasing costs take their toll. This may follow the logic of the product life cycle of Vernon (1966, 1979), or take the slightly different form indicated by the parallel or derivative notions of the manufacturing process cycle (Suarez-Villa 1984), profit cycles (Markusen 1987; Mano and Otsuka 2000) or filtering (Thompson 1968; Moriarty 1983; Karlsson 1999). Irrespective of differences in the finer detail, all of these contribute to a locational dispersal or indeed ‘turn around’, as has also been documented in a large number of studies over the years (e.g. Zelinsky 1958, 1962; Chinitz and Vernon 1960; Norton and Rees 1979; O’Farrell 1984; Maskell 1985; Barkley 1988; Garofoli 1991; Isaksen 1992; Mack and Schaeffer 1993; Keeble and Tyler 1995; Tykkyläinen 2002; Strobl 2004; Winther and Hansen 2006; Hudalah et al. 2013).
In short, as Polèse et al. (2007, p. 158) note, “[w]age-sensitive and space-extensive activities will be pushed out by what is sometimes called the ‘crowding-out effect’ of rising wages and land prices in large metropolitan areas.” Yet, as Iammarino and McCann (2013) note, it cannot be reduced to a consequence of relative labour costs alone. Other factors of production matter as in particular the suburbanisation of activities indicate, and the positive spillovers that agglomeration affords is of a rather different order; if anything, even though productivity enhancing agglomerations economies may of course serve to mitigate the effects of high labour costs, the agglomerating behaviour of rims is rather a source of increasing labour costs than a result of it. Access to knowledge and ideas, and hence innovative capacity, is one such factor, while the dispersing forces – using a vocabulary well-known from the OLI framework (e.g. Dunning 2001)– include availability of particular tangible or intangible resources or assets (including assets of a strategic kind), markets and the efficiency afforded by economies of scale and scope.
The fact that the destination now is more likely to be across a border, or across an ocean or entire continent, or that it is equally relevant to services as to manufacturing (Bryson 2007), does little to change the basic patterns of change or their main determinants. What the process of suburbanisation of high-order services, including financial services firms, additionally indicates is that this is neither just an issue of globalisation nor that it is a process which will stop once advanced producer services firms and cultural industries have established themselves where once manufacturing was a prominent employer (e.g. Schwartz 1992; Harrington and Campbell 1997; Bodenmann 1998; Coffey and Shearmur 2002; Boiteux-Orain and Guillain 2004; Halbert 2004; Capelle-Blancard and Tadjeddine 2007; Hermelin 2007; Walther and Dautel 2010; for a counter-example, see Yi et al. 2011 on Guangzhou). This is a continuous process of spatial adjustment that operates over several different scales, often in parallel and quite possibly as parallel processes within one firm and/or across its supply chain. 



Spatial adjustment at the level of the firm
The upshot of this process of spatial reorganisation is firm reorganisation. What a firm really is has been discussed at length starting with Coase (1937), who concentrated on wanting to internalise positive externalities. Williamson (1975) identified the boundaries as being determined by what are ‘technologically separable interfaces’. These also change over time, as is made clear, inter alia, from the famous Fisher Body example of the subcontractor to General Motors. [To this we need to add a longer reasoning about this and legal definitions.] If a firm is a “bundle of activities” (Hagström 1990b), then both spatial and organisational implications follow. For example, Kogut’s (1990) notion of the competitive advantages of dynamic, network capabilities of the MNC demonstrates how the firm can take advantage of the advantage purely by being present in multiple locations in different jurisdictions. Again technological change enters as in the empirical example of information technology freeing up location constraints for firm activities (Hagström 1990b). Another, albeit indirect, example of the effects of a general purpose technology can be found in Chandler (1965) where railroads take the centre stage.
In economic geography, the concept of the ‘multi-functional’ large corporation has long been recognised in the literature (e.g. Hamilton 1974; Lloyd and Dicken 1977, Dicken 1986; Chapman and Walker 1987; more recently by e.g. Iammarino and McCann 2013), but the subsequent discussions tend to either reduce the number of considered functions of the firm considered to a bare minimum or to lose the firm perspective. There is a big difference between perceiving a firm as multi-functional and a bundle of activities since the latter allows for more subdivisions and thus a greater location opportunity set as well as being more influenced by institutional and technological change. In addition to the aforementioned factors risk management here becomes an important concern. [Much more here.]

4. Geographical Specificity: Modifying Effects of Context
The fact that the efficiency seeking firm may find that an original location, be it a core metropolitan area or a cluster, has outlived its usefulness does not imply that it will go just anywhere. Although there might well be several potential locations to select from, not all locations available will be considered, indeed considered attractive at all. This process of spatial adjustment is contingent upon the qualities of the destination relative the objectives to be achieved, but also reflects the organisational form of the firm as it sets out to change the location of its activities. Against this background, it is encouraging to note that the interaction between institutions, location and corporate strategy has recently been given a new lease of life thanks to a number of studies that specifically look at how MNEs make use of both their foreignness and host country institutions as a resource (Regnér and Edman 2014; Faulconbridge and Muzio forthcoming).
Furthermore, as we have tried to show, it may also be beholden to particularities of a given structural cycle. Thus, while it will have to remain a mere hypothesis until properly tested empirically, a structural cycle perspective would suggest the efficiency seeking investment, and possibly a market seeking one, would be more likely during the rationalisation phase of such a cycle than at the transformation stage. Similarly, as factor incomes shift in favour of labour (relatively speaking) as the cycle moves from the transformation to the rationalisation stage, during the latter part of the cycle less income for a given type of production or industry would accrue (again in relatively terms) to capital and land – or, for that matter, the skills that at the beginning of the transformation period were in short supply. On the other hand, given that returns to investment might be lower as a result, chasing new opportunities for high returns might induce investors to look for new technologies or types of assets to invest in, thus perhaps starving established industries of capital needed to further the process of rationalisation they are currently engaged in. This will lower the barrier for a new technology to enter onto the stage also in face of the initially lower productivity a new technology compared is likely to imply.
A further factor of a contingent nature also in the setting of technological or structural cycles is that of the institutional environment. Not only do certain localities, or countries, probably afford an institutional context which is more conducive to nurturing technological development and innovation as Iammarino and McCann (2013) suggest, such features are likely to have an impact upon the willingness of investors to invest – and as alluded to at the beginning of this section, how firms may decide to go about it. In fact, it is critical to their argument that the L, localisation, in the triumvirate of the OLI framework, needs to be taken more seriously than has hitherto been the case (compare Dunning 2009). Any location is not likely to turn into a seedbed of innovation as already Vernon (1966) underlined, but the extent to which it can, it is likely to reflect not just only prior levels of knowledge, the extent of diversity externalities are at work or the level of affluence. Also institutions conducive to the introduction of a particular type of technology, or more generally being supportive of innovation, and an ability of subsequently adjusting to the new needs as technology and society change, are all likely to play a role as proponents of structural cycle models point out (e.g. Schön 2010). In short, there is mutual dependence across technology, the growth of a new dominant sector based on the new technology and legislation.
Indeed, Kingston (2006) suggests that Kondratieff waves are not mere price phenomena which happen to be associated with major technological shifts. Instead each cycle can be seen to converge in time with specific institutional innovations; it is a co-evolutionary process. Thus, or so Kingston (2006) suggests, the first industrial revolution saw the establishment of full property rights while the second cycle saw the advent of general limited liability law and the third cycle (or second industrial revolution, that which was built on electricity, the combustion engine and the chemical revolution) hinges on patent legislation, and so on. 
While this particular proposition might not stand up to closer scrutiny – Kingston (2010) specifies the links in greater detail, though, including how the German patent system introduced in the 1870s allowed that country to assume a leading position in the chemical revolution as applied to industrial developments at the time – it is suggestive of the importance of institutions. Therefore it would warrant further investigation, one possible avenue for doing this in a partly co-evolutionary framework is the Dahménian notion of development blocks (see e.g. Enflo et al. 2008). Most importantly, however, what needs to be done is to link it to the multi-functional form of modern MNEs and see to what extent the Chandlerian notion that structure follows strategy also as other incidental factors are brought into the picture. This would be if not the ultimate test then at least a useful way of assessing the claim that also macro factors are of importance, not just the micro foundations of the strategies that MNEs devise. Already Iammarino and McCann (2013, Chapter 6) suggest as much, without moving beyond a broad portrayal of changes across the various industrial revolutions and the institutional changes that follow from major political changes. If in turn this can be seen to be of some consequence, our suggestion here to include also the broader processes of technological and institutional change would be an addition to the useful analysis brought to the field by Iammarino and McCann (2013). 

5. Conclusion
[yet to be written, once Section 3 is completed]
 


Endnotes
1. A more modern transcription from Russian would be Kondratiev, but since this is the only work by Nikolai Kondratiev we use for the purposes of this paper, we decided to retain the version used in his original work from the 1930s.
2. While his concern was largely that of locational choice and change across countries, for the latter process he actually made explicit use of findings on the changing pattern of location of industries within the United States, deploring the fact that “The empirical materials on international locational shifts simply have not yet been analyzed sufficiently to tell us very much” (Vernon 1966, p. 196).
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