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Abstract 

Multinational corporations (MNCs) are continuing to internationalize their research and development (R&D) activities.  Some country environments are more conducive to such investments than others.  In this study, we evaluate the influence of host country factors on foreign R&D investment. Using the just-released U.S. government 1999 benchmark survey of U.S. MNC activities abroad, and country-level data compiled from a variety of sources, we measure the impact of host country economic, institutional, scientific, and telecommunications infrastructure on U.S. MNC foreign R&D activities. Our findings reaffirm the centrality of macroeconomic and development factors as strong predictors of MNC R&D location decisions.  Depending upon model construction, scientific output, and to a lesser extent, institutional quality, appropriability regimes, and telecommunications infrastructure also influence R&D location. The presence of an existing concentration of MNC investment is not found to influence R&D investment.  We suggest that country-level investments that support institutions conducive to economic development and scientific output generate a beneficent environment for R&D.
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1. INTRODUCTION

The internationalization of the research and development (R&D) function of the firm is now well established. Historically, the R&D function was typically held close to the center of the firm’s operations.  More recently, there is growing evidence that firms are moving to a more dispersed approach to their innovative capacity, and increasingly are establishing R&D operations in foreign locations.  While not yet a universal phenomenon, and still found predominantly in larger firms from industrialized countries (Patel, 1996), many researchers contend that R&D activities of MNCs will increasingly be globally distributed, as opposed to centralized in one country (Cantwell, 1989, 1992; Cantwell and Janne, 1999; Casson and Singh, 1993; Dunning and Narula, 1995; Granstrand, 1999; Granstand, Hakanson, and Sjolander, 1992; Håkanson, 1992; Niosi, 1999; Pearce, 1989; Pearce and Singh, 1989).

The location of these activities is of increasing importance to MNCs as they seek to acquire, protect, and leverage innovative capacity abroad, and to host countries seeking to attract R&D investment and benefit from the associated economic spillovers.  In addition to economic factors, institutional considerations and appropriability regimes, including the quality of political environment, the extent of corruption, and overall economic and political risk, likely influence firm decisions about where to locate R&D and how much to invest in those locations. Similarly, scientific capability and telecommunications infrastructure would also appear to be important to R&D investors.  Finally, the activities of other MNCs in the market, and the overall presence of MNC investment, might also stimulate activities by other foreign competitors.  Using the just-released U.S. government 1999 benchmark survey of U.S. MNC activities abroad, and country-level data compiled from a variety of governmental and non-governmental sources, we measure the impact of economic, institutional, scientific, telecommunications, and MNC competitive factors on U.S. MNC foreign R&D activities. Our study addresses questions of interest to managers and host country policy makers because each has a stake in how these factors affect the R&D location and investment decision.

While research focused on the identification of foreign R&D determinants has been addressed in a number of venues, because of wide variation in methods, model specification, data selection, level of analysis, and construct operationalization, results have been somewhat inconsistent and often equivocal. The current study complements and extends the literature in several ways.  Consistent with Papanastassiou (1997a, 1997b) and Jones and Teegen (2002), we utilize aggregate macro-level country-specific data, but we incorporate more recently available data (1999 as opposed to 1982 and 1994, respectively).  In addition, we focus on institutional variables and measures of scientific output and telecommunications infrastructure as reflections of the national innovation environment.  These measures have either been excluded from prior study, or have been operationalized in a different manner.  In particular, our study is the first of these country-level analyses to include explicit measures of institutional quality and appropriability, to employ multiple measures of R&D intensity, and to identify scientific output – the actual accomplishments of the scientific community in a given jurisdiction – rather than the potential for that output as reflected in measures of relative scientific education as a measure of environmental innovation. In addition, we also incorporate a variable that reflects the influence of past practice and precedent on the R&D decision, following recent work on that topic (Feinberg, 2000).

The remainder of the paper is organized as follows.  In the next section, we briefly review foreign R&D activity over the past several decades, focusing on U.S. R&D abroad as reported by government analyses.  We briefly review findings of the studies mentioned above, and other related research and analyses.  In the following section, we present our research model, drawing from managerial and international business literature and its applicability to the phenomenon of foreign R&D location decisions.  We use this literature to develop the theoretical background and derive hypotheses for the empirical study.  We then present the empirical research method employed for the study and describe the results of the study.  We conclude with a discussion of the results, potential implications and limitations, and suggestions for future research.

2. FOREIGN R&D ACTIVITY: RECENT TRENDS AND FOCUS OF THE STUDY 

Recent data on the internationalization of R&D provides evidence of a growing trend toward the global geographic dispersion of the R&D function (NSF, 2000; OECD, 1998a, 1998b; US DOC/BEA, 2002).  A summary of OECD data indicates that in 1994, “R&D by foreign affiliates represented more than 12 percent of total industrial R&D spending of the 15 OECD countries whose R&D spending accounts for 95 percent of industrial R&D undertaken by Member OECD countries” (OECD, 1998a, p. 11), and this amount almost certainly understates total foreign R&D as it does not account for activities outside the OECD.   By 1998, the share of foreign affiliates in total manufacturing R&D investment had risen in every major OECD country with the exception of Germany.  While occurring in many of the industrialized countries, the magnitude and importance of foreign R&D varies significantly on a country-by-country basis. In 1998, the share of foreign affiliates in total manufacturing R&D expenditures for OECD countries ranged from approximately 2 percent in Japan to over 60 percent and 70 percent in Ireland and Hungary, respectively (OECD, 2001).
2.1 U.S. R&D: Inbound and Outbound Trends tc "U.S. R&D\: Inbound and Outbound Trends  " \l 5
The U.S. provides a distinctive illustration of the growth in foreign R&D, both by foreign firms investing in the U.S. and by U.S.-based firms conducting R&D abroad.  Between 1987 and 1997, growth of foreign-owned R&D investment in the U.S. averaged nearly 12 percent per year, and represented approximately 15 percent of total industrial R&D performed in the U.S. in 1997 -- more than triple its share of 5 percent in 1987 (NSF, 1998).  Total expenditures of foreign R&D in the U.S., in 1997, were nearly $20 billion, and accounted for 115,700 jobs (Serapio and Dalton, 1999), and by 1998, approximately 55 percent of the total R&D investment by foreign affiliates in the OECD area (OECD, 2001).  A U.S. Department of Commerce survey identified over 700 R&D facilities owned by 365 foreign firms operating in the U.S. (Dalton and Serapio, 1999).

The share of R&D conducted by U.S. firms in overseas facilities also continues to increase.  From 1985 to 1997, U.S. firms’ investment in overseas R&D increased three times faster that did company-funded R&D performed domestically, rising from $5.2 billion to $14.1 billion (Dalton and Serapio, 1999).  By 1999, U.S. R&D investment abroad had risen to approximately $18.4 billion (US DOC/BEA 2002).   Although the vast majority of overseas facilities are still located in Europe (1999: United Kingdom 22 percent, Germany 19 percent, France 8 percent, Other Europe 19 percent), a comparison with data from a nearly 2 decades earlier indicates that U.S.-owned R&D abroad is shifting noticeably towards Japan and other East Asian locations, as illustrated in Figure 1 (1999: Japan 9 percent and Other Asia 9 percent -- up from 3 percent and 5 percent, respectively, in 1982) (NSF, 1998; US DOC/BEA 2002).  Moreover, a few countries outside of Europe, such as Singapore, Israel, and India, or beginning to host increasing shares of U.S. outbound R&D (see Figure 2).
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2.2. Focus of the Current Study tc "Focus of the Current Study " \l 5
We approach the study of international R&D from the perspective of U.S. MNCs that are increasingly supporting research and development in non-U.S. locations. Given the overall level of R&D generated by U.S. firms, the role of U.S.-based MNCs in the globalization of R&D, and the availability of country-level data to study these phenomena, we focus on the aggregate foreign R&D activities of U.S.-based firms.  Although overseas R&D investment by U.S. firms will reflect the particular strategies and global priorities of U.S.-based MNCs, we believe the empirical record should be reflective of the experiences of other industrialized countries and to foreign R&D activities of other industrialized country firms.  

From a host government perspective, our data reflects foreign R&D investment in both developed (clearly the major recipient) and, to an increasing degree, developing countries.  Our results, therefore, may also be of value to both developed and developing country policy makers concerned with establishing priorities for attracting foreign R&D investment.  These empirical implications may be particularly important given recent suggestions that MNCs may be consolidating and streamlining their globally dispersed innovation processes to rationalize their overly complex and unmanageable organizational architectures (Gerybadze and Reger, 1999). It is important to note that due to the limiting nature of our data set, described below, the results presented herein must still be considered preliminary and as such, interpreted with the requisite caution.  

3. RESEARCH MODEL tc "RESEARCH MODEL " \l 5
The literature identifies several distinct categories of factors motivating the foreign R&D phenomenon and affecting the coincident location decision (Jones and Davis, 2000, provides a comprehensive overview of these factors).  These include demand factors (e.g., the need to be close to final markets, growth potential of a particular market, and the desire to be responsive to local variations), supply factors (e.g. the ability to access adequate supplies of local scientific talent, local technology, and ‘know-how’) and general competitive factors (e.g., the desire to monitor and scan the technological and competitor environment in a particular location) (Casson and Singh, 1993; Behrman and Fisher, 1980; De Meyer, 1993; De Meyer and Mizushima, 1989; Kuemmerle, 1999b; Julian and Keller, 1991; Patel and Vega, 1999; Perrino and Tipping, 1989; Pearson, Brockhoff, and von Boehmer, 1993).

Although the four categories of factors we test as potential attractors for global R&D investment (economic environment, institutional environment, science and telecommunications environment and MNC competitive factors) map generally within the three categories identified in previous studies, we adopt a different convention because of our interest in focusing on the national innovation system first, and disaggregating it into its major components.  This allows a more finely variegated analysis of the antecedents of the national innovation system, and then the introduction of the competitive factors between firms as a final and fourth potential contribution. Hence, we focus on host country economic environment (which generally corresponds to demand factors in prior studies), host country institutional environment (which incorporates elements of demand and supply factors), host country scientific and telecommunications environment (which correspond to supply factors in prior studies), and the pre-existing presence of foreign MNCs in that market (which corresponds to competitive factors, particularly a form of oligopolistic competitive effects similar to the agglomeration and state-dependent effects explored by a range of international business research focused on overall FDI patterns).  The model for our study is presented in Figure 3. 
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3.1. Economic Factors tc "Economic Factors  " \l 3
The need to be close to final markets, in order to respond to local market requirements and desires, has long been a driver of for locating and operating overseas activities of MNC (Prahalad and Doz, 1987).  The importance of market/economic factors in driving foreign direct investment (FDI) in R&D is also well established in the literature (Pearce, 1989; Taggart, 1991; Papanastassiou, 1997a, 1997b; Behrman and Fisher, 1980; Jones and Teegen, 2002). This factor is typically included in most studies of this nature (e.g., Jones and Teegen, 2002), as it has historically been found to be the primary attractor for R&D FDI.  However, with indications that non-economic factors, such as institutional and scientific climate, are increasing in importance (Florida, 1997), the primary focus of the current research is on the increasing importance of the other, related variables, and their relationship to the primary economic factors.  In sum, the literature has argued and provided empirical support for the notion that overseas manufacturing operations are often accompanied by (or followed by) R&D investments, to support manufacturing and product development.  Consequently, firms can be expected to be located in and to serve those markets with the greatest economic potential return for their foreign investment.  Therefore, we expect a positive relationship between both overall size of the host country economy and the level of development of the potential market (in economic terms), and the decision to operate (including R&D) in a particular market. 

Hypothesis 1a: The overall size of the host country economy is positively associated with foreign R&D investment in that country.

Hypothesis 1b: The level of host country economic development is positively associated with foreign R&D investment in that country.

3.2. Institutional Factors and Appropriability Regimes tc "Institutional Factors and Appropriability Regimes " \l 5
Institutions are of vital importance to organizational decisions.  This importance is reflected in the extensive managerial research on institutional theory and its application (see Scott, 1995, for a comprehensive review). International business researchers have increasingly incorporated institutional theories in their analysis of both micro-organizational and macro-organizational phenomena (Westney, 1993).  An important function of governments has been to refrain from infringing on private property rights, and to constrain private parties from unfairly expropriating the returns on investment of other private parties (North, 1986).  MNCs face hazards that originate directly from the location of their overseas activity within a specific political system (Henisz and Williamson, 1999; Kobrin, 1979; Murtha, 1991).  The state itself — given its monopoly power on legal coercion and its implicit presence in the background of every economic transaction—poses a threat to multinational corporations through policy shifts in taxation or regulation, through outright or de facto expropriation, or by permitting opportunistic exploitation of assets by local firms.  Firms seek to mitigate these risks by lowering their exposure.

Researchers examining international research and development are increasingly attuned to the importance of host country institutions on MNC R&D location and investment decisions (Patel and Vega, 1999; Pearce, 1999; Taggart, 1991).  In a complementary fashion, investigations of the role of host country factors in competition for investment suggest that in their efforts to attract FDI, host countries must consider the political environment as a critical determinant of whether MNCs will invest in a given jurisdiction, and what types of investments will be made (Lenway and Murtha, 1994; Murtha and Lenway, 1994).  Contemporary researchers have attempted to demonstrate how such institutions may influence international business entry decisions and outcomes (Delios and Henisz, 1999; Henisz, 2000; Henisz and Williamson, 1999).  

Although institutional quality and stability are not synonymous with appropriability regimes, we believe that institutional checks, low incidence of corruption, and a political and economic environment that is generally considered low-risk, are all related to a governmental climate that is respectful of private property rights, including intellectual property.  In addition to these broad reflections of institutional quality and risk, and commensurate protection of private property and constraints on government overt or de facto appropriation of assets, anecdotal research has shown that FDI is drawn to countries that demonstrate explicit protections for intellectual property (Lee and Mansfield, 1996; Seyoum, 1996).  In studying the pharmaceutical industry, Taggart, 1991, found effective patent laws to be an important locational determinant for R&D, at least in this single industry.   Therefore, we expect a positive relationship between strong institutional factors and appropriability regimes and foreign R&D investment.
Hypothesis 2a: Evidence of host country political-institutional checks and balances are positively associated with foreign R&D investment in that country.

Hypothesis 2b: Evidence of low corruption in the host country is positively associated with foreign R&D investment in that country.

Hypothesis 2c: Evidence of institutional stability (low risk of change) is positively associated with foreign R&D investment in that country.

Hypothesis 2d: Evidence of host country intellectual property rights protection is positively associated with foreign R&D investment in that country.

3.3. Scientific Output and Telecommunications Infrastructure tc "Scientific and Technological Factors  " \l 5
3.3.1. Scientific Research Output.  Firms conducting R&D in foreign locations have the same general human resource skill mix needs as any R&D operation.  In effect, they need to meet current skill mix requirements, as well as have access to certain types of human resource capabilities on an ongoing basis.  Several prior studies have addressed the need for both adequate current science and technological human resources and future human resource capabilities as attractors for R&D FDI (Taggart, 1991; Voelker and Stead, 1999; Jones and Teegen, 2002).  The type or number of scientists and engineers in a given location has been used to measure the ability to meet current needs while an adequate educational system (as measured in varying ways) has been used to address the ability to meet the future needs for foreign R&D operations (Jones and Teegen, 2002; Taggart, 1991; Papanastassiou 1997b).  The results have been somewhat equivocal.  Regarding current workforce needs, where Taggart (1991) suggest the presence of scientists, technologists and engineers as an important component of the foreign R&D location decision, Jones and Teegen (2002) found that the availability of scientist and engineers in a given location provided no real predictive power to foreign R&D location decisions (although they did find a correlation relationship).  Regarding the educational system as a proxy for the ability to meet future resource needs, Taggart (1991), Papanastassiou (1997b), Kuemmerle (1999a; 1999b), and Jones and Teegen (2002) all identify higher education in general as a potential attractor for R&D investment, yet only Taggart (1991) found that a ‘tertiary education system’ was a strong predictor of the future supply of the appropriate personnel, and of vital importance in the R&D location decision.  

Even with these mixed results, the evidence and conventional wisdom appear slightly in favor of a positive relationship between scientific competence (both present and future) and foreign R&D investment.  Rather than focus on the current level of scientists and the educational system to produce future scientists per se, we instead incorporate the research productivity of scientists as a better benchmark of the kind of scientific-educational capability that would be required of the R&D process on a current and ongoing basis, and that offers a strong signal to investors that a particular host country environment features strong scientific research output .  Thus, we expect a positive relationship between scientific research productivity and output, and foreign R&D investment. 

Hypothesis 3a: The research output of the host country scientific community is positively associated with foreign R&D investment in that country.
3.3.2.Telecommunications Infrastructure:  Basic telecommunications infrastructure is necessary for economic growth and development (Antonelli, 1993).  Many nations have recently experienced acceleration in technological innovation and potential for developing and exporting high technology products, and basic telecommunications is clearly an important factor in these developments (NSF, 2000).  Communications infrastructure is particularly important to support innovation (Allen 1977), and has been viewed as a critical element contributing to the trend to global R&D (De Meyer 1991, 1993).  

In addition to basic telecommunications infrastructure, there is evidence that MNCs establishing R&D operations overseas will be attracted to those locations displaying a positive and continued commitment to maintaining or improving their technological competitiveness position as measured by more advanced telecommunications infrastructure as represented by computing and Internet capabilities.  Geographic dispersion of innovative assets and activities has the potential to hinder the ability to meet the requisite communication requirements for successful R&D efforts.  One of the prime facilitators for taking advantage of foreign R&D capabilities is the advent of continually improving information technologies connecting researchers and product developers across the globe, allowing personnel to communicate on their various R&D activities (Boutellier et al, 1998; Townsend et al, 1998).  As Leonard et al (1998; p. 285) state, “the market for talent is increasingly global...fortunately, communications technologies have matured into a strong diversified and reasonably reliable network, connecting distant nodes and enabling a degree of long-distance coordination and innovation that was once inconceivable.” De Meyer (1993) reported that the firms he interviewed in the early 1990s were experimenting with various forms of electronic communications for just this purpose.  These firms all expected that electronic communications would make a valuable contribution to the innovation process, with some caveats regarding the need to establish levels of trust and confidence in face-to-face meetings up front and periodically thereafter.  The ability to communicate electronically is contingent upon the level and sophistication of the communications technology available in host countries, and we expect that the more sophisticated the communications capabilities, the more favorable the location for conducting R&D.  Continued improvement in technological competitiveness as reflected in telecommunications technology should be positively associated with foreign R&D-intensive investment.  Therefore, 

Hypothesis 3b: The strength of the host country’s telecommunications infrastructure (basic and advanced) is positively associated with foreign R&D investment in that country

3.4. MNC Competitive Factors tc "MNC Competitive Factors " \l 5
Research in strategic management and international business has suggested that FDI decisions are partly influenced by (1) the firm’s own past experience and behavior (Barkema, Bell, and Pennings, 1996; Barkema and Vermeulen, 1998; Vermeulen and Barkema, 2001); and (2) its responses to the moves of its competitors (Knickerbocker, 1973).  These effects have sometimes been integrated in a broader exploration of “agglomeration” effects – the tendency of firms to “bunch” as in order to exploit external economies that may include knowledge spillovers among competitors and demand effects that draw both specialized labor and suppliers to a given locale (Head, Ries, and Swenson, 1995; Shaver and Flyer, 2000).  As mentioned above, Feinberg (2000) explored these effects in the context of R&D, but found no support for state-dependence (agglomeration) effects, although her methodology was limited to a logistic regression analysis of whether firms did or did not perform R&D at a given location.  Although Taggart (1991) did find that high levels of competition in the drug industry contributed to a favorable R&D environment, this study was limited to a single industry sector. We propose that the existing multinational asset base should constitute a relevant factor in R&D decisions, given the potential for development of geographic clusters of R&D concentration. We use aggregate past overall investment as a proxy for the influence of past precedent  (what some researchers call state-dependency or agglomeration), and the potential influence of competitor investments as potential factors influencing R&D. This effect is reflective of the arguments of Knickerbocker (1973), who found that at a more advanced stage of international competition, decision about whether and how to invest abroad may result from signals from other industry participants and the propensity for a given firm to mirror the competitive moves of others, a process termed “oligopolistic reaction.” 

Hypothesis 4: As a reflection of overall competitive conditions among MNC investors, previous (overall) MNC investment in a given country is positively associated with current foreign R&D investment in that country.

4. RESEARCH METHOD

4.1. Data

In this study, we focus on U.S. R&D investment abroad, using country-level aggregate data from several government agencies and organizations (see Table 1 and Appendices for a description of the measures and sources).  The U.S. Department of Commerce annually collects data on U.S. FDI abroad, reflecting the aggregate R&D activities of ‘majority-owned foreign affiliates’ (MOFA) of U.S. firms.
  Periodically, more detailed data are published in benchmark studies, with the latest benchmark covering 1999 data.  The National Science Foundation periodically tracks science and engineering related statistical measures.  These and other data are compiled bi-annually in their Science and Engineering Indicators report (NSF, 2000), often comparing U.S. and other country data.  The World Bank annually publishes country-level statistics on national economies and other related data (World Bank, 1998-2000a, 1998-2000b).

******************************************

TABLE 1 HERE
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While secondary data was available for certain measures at limited industry breakouts, for the purpose of the current study, all relationships were analyzed at the country (i.e., all industry) level only.  Every effort was made to match data, both in underlying basis definitions as well as year collected.  The data on U.S. MOFA activity corresponds to 1999, the year of the latest U.S. Department of Commerce Benchmark Study.  We lagged most of the country-level data by one year, although a few of the measures deviate from that date.  Two limitations of the data set must be considered in interpreting the results.  First, the data are not differentiated by R&D type (i.e., basic versus applied), a condition that may affect certain results and should be incorporated in future studies at the firm level.  Second, the use of country-level data by its nature constrains the data set to a limited number of data points, and therefore, results of the multivariate tests are constrained by the limited degrees of freedom and must be interpreted with the requisite caution.

4.2. Measures tc "Measures " \l 3
4.2.1. Dependent variables tc "Dependent variables " \l 5
We derive two measures of research and development in a given market.  In order to adjust for the relative size of the market in determining levels of R&D, we divide the aggregate R&D expenditures (MOFRANDD) by the total amount of U.S. MOFA sales in a given market (MOFSALES) and the total U.S. MOFA employment in the U.S. to compute two measures of R&D intensity, RANDIN and RANDIN2, respectively. Hence, the dependent variable represents the total dollar value expended on R&D in the host country (MOFRANDD) as a percentage of firm sales (RANDIN) and employment (RANDIN2) in the host country.  This dual approach to measuring R&D intensity has not been used previously and therefore constitutes a methodological innovation in this study.

4.2.2. Independent variables tc "Independent variables " \l 5
The independent variables employed are grouped according to the constructs implied by the hypotheses above: economic variables, institutional variables, scientific and telecommunications variables, and MNC competitive variables.  Most constructs are operationalized with several underlying measures.  In addition, we followed standard data reduction/scale construction procedures to develop composite variables that captured the underlying constructs, and followed established procedures to ensure unidimensionality of the scale constructed. The resulting variables are described below.  

4.2.3. Economic environment reflects the attractiveness of the host market for conducting business in that location.  Prior studies have established the use of gross national product (GNP) in varying forms as a good measure for host market attractiveness (Kuemmerle, 1999a; 1999b; Papanastassiou 1997b, Jones and Teegen, 2002).  The present study measures economic factors in two ways: GNP in absolute U.S. dollar terms (GNPUSD -- indicating overall economic strength of the host economy), and GNP per capita (GNPPCAP -- suggesting actual purchasing power of the host country’s citizens).  

4.2.4. Institutional environment reflects the overall political-institutional quality, risk and appropriability regime, measured by institutional quality, risk, and property rights regimes. According to Kostova (1999: 314), the regulatory component of an institutional context “reflects the existing laws and rules in a particular national environment that promote certain types of behaviors and restrict others.”  This variant of institutional theory therefore provides a persuasive rationale for institutions generally, and appropriability regimes, in particular, in the international R&D location and investment decisions of MNCs. Although institutional quality and stability are not synonymous with appropriability regimes, we believe that institutional checks, low incidence of corruption, and a political and economic environment that is generally considered low-risk, serve as effective proxies for a governmental climate that is respectful of private property rights, including intellectual property.  In addition to these broad reflections of institutional quality and risk, and commensurate protection of private property and constraints on government overt or de facto appropriation of assets, anecdotal research has shown that FDI is drawn to countries that demonstrate explicit protections for intellectual property (Lee and Mansfield, 1996; Seyoum, 1996). 

We initially include four measures of institutional quality, risk and appropriability. We include a broad and widely used measure of economic and political risk (CCR) to capture overall level of institutional stability and low risk of change, a (positive) measure of low corruption (CORR), a (positive) measure of political constraints (POLCON) to capture the presence of institutional checks and balances, and a rating of intellectual property rights protection (IPRRAT).  Appendix 1 provides a detailed summary of the construction of and support for these measures.  

4.2.5. Scientific output is measured using the proxy of the average number of scientific articles published in annually during the period 1994-1997 a given country during the year of analysis (SCIENTAR).  This measure reflects both the scientific productivity of a given country’s research community, and the access of that community to the global outlets for the results of that research.  Appendix 1 provides additional detail on this measure.

4.2.6.Telecommunications infrastructure – Basic and Advanced.   Four items are used to measure the level of advancement in telecommunications infrastructure in a potential host country. These items reflect both the basic level of telecommunications infrastructure in the host country to support R&D, and the role of more advanced communications to support intra-firm information flow among globally-dispersed R&D units and laboratories.  Two variables emphasize the basic communications element of the overall telecommunications environment (PHONLINS -- the number of telephone main lines per 1000 population for each representative country and FAXMACH -- the number of fax machines per 1000 population for each representative country) and two emphasize a more advanced telecommunications infrastructure, as measured by the degree of computing and related internet access of that environment (INTERNET -- the number of Internet hosts per 10,000 population for each representative country and PERSCOMP -- the number of personal computers per 1000 population for each representative country).  Because of the very high correlation among these four variables, and the particular correlation between the two basic telecommunications variables (PHONLINS and FAXMACH) and the two advanced telecommunications infrastructure variables (INTERNET and PERSCOMP), we chose one from each of these categories (PHONLINES and INTERNET) to include in our multivariate models.  

4.2.7. MNC competitive environment reflects the impact of the aggregate presence of previous investments made by MOFAs in a given market.  It is the overall assets owned or controlled by MOFAs (MOFASSET) divided by the GNP (GNPUSD) of the country, yielding a relative measure of MOFA asset ownership adjusted for the size of the economy (MNCPRES). Hence, it captures the cumulative level of MNC investment stock in a given market, and the potential impact of oligopolistic and state-dependent impacts alluded to by International Business researchers but here applied as they may affect R&D investment.

4.2.8. Composite Scale Construction. Given the high correlation among a number of the predictor and criterion variables, and in order to test all potential contributors to variation in our independent variables and address the problem of missing data, we undertook standard scale construction procedures for those constructs measured using multiple variables, and we replaced missing variables with means using series means for each (listwise) (Nunnally 1978; Spector, 1992).  This revised data set and composite variables are employed in Model 5 described below.  Each of the composite variables resulted from the generation of a single factor solution, and generated a chronbach’s alpha of at least .60, the generally accepted minimum threshold for psychometric analysis (Nunnally, 1978). We first developed a variable to capture a combined measure of R&D intensity: RANDD (RANDIN + RANDIN2). For the independent variable constructs, we created five variables using the revised data set: ECON (GNPUSD + GNPCAP);  INSTIT (POLCON+CORR+CCR);  IPRRAT (single item scale because this measure was not included in the factor solution for institutions/appropriability); COMMUN (PERSCOMP + PHONLINS + FAXMACH + INTERNET); SCIENTAR (single item scale); MNCPRES (single item scale).  

4.3. Methods tc "Methods " \l 3
The data were analyzed using a combination of bivariate correlation analysis and multiple regression analysis with the two measures of foreign R&D intensity as the alternating dependent variables, and a composite R&D intensity variable in the final multivariate model.  Correlations are used to illustrate the sensitivity of findings to variable definitions, given the use of new constructs and new ways of operationalizing previously studied constructs, and the limiting nature of the data set employed.  We also use the correlations as an initial test of the hypotheses, given the relatively small sample size and the associated methodological challenges to the use of multivariate tests because of the severe constraints imposed by limited degrees of freedom in this small sample.

For the regressions, we present five distinct models, providing five variations on testing the hypotheses.  Each model presents two regressions, and in the case of the first four models, testing the two measures of R&D intensity (RANDIN and RANDIN2).  Because of the challenges associated with limited degrees of freedom mentioned above, we included a limited number of variables in the first four regressions, as the inclusion of additional criterion variables placed strains on the models and resulted in unstable and insignificant results.  These limitations took two forms: we included only variables that showed initial promise of significance from the bivariate correlations, and we generally restricted tests to one category of variables per model. Hence, Model 1 focuses on the economic variables, Model 2 on the institutional variables (country credit risk and corruption only), Model 3 on the scientific and telecommunications variables (scientific articles, phone lines, and internet hosts only), Model 4 on the MNC competitive variable. As discussed below, for Model 5, we made some adjustments to the dataset, and introduced composite variables to test the potential influence of all major categories of factors simultaneously. 

4.4. Results

4.4.1. Correlation analysis
Table 2 presents the bivariate correlations of all the variables used to examine H1 through H4 

******************************************

TABLE 2 HERE

******************************************

Hypothesis 1a and 1b – Country economic size and economic development: H1a and H1b predicted a positive relationship between foreign R&D intensity, and overall economic size and economic development of a host country.  GNP per capita is significantly correlated with foreign R&D intensity as measured by R&D investment as a percentage of overall sales (RANDIN) and overall employment (RANDIN2) in the focal country.  The correlation between GNP per capita and RANDIN2 is particularly strong and significant.  GNP is significantly correlated with RANDIN2. Thus, and H1b is initially supported, and H1a is partially supported by the correlation analysis.

Hypothesis 2a-2d – Institutional factors: Hypotheses 2a-2d predicted positive relationships between R&D intensity and measures of institutional checks and balances (H2a), low corruption (H2b), institutional stability (H2c), and intellectual property rights protection (H2d) in the host country.  R&D intensity (both RANDIN and RANDIN2) is positively and significantly correlated with institutional stability (CCR) and low levels of corruption (CORR), but not with political checks and balances (POLCON).  R&D intensity as measured by R&D investment as a percent of sales is negatively correlated with low intellectual property protections (IPRRAT) (positively correlated with high levels of intellectual property protection – note this measure is reverse-ordered from the other variables) but not with R&D intensity as measured as a percentage of employment (RANDIN2).  Hence, H2b and H2c are initially supported, and H2d is partially supported by the initial correlation analysis.

Hypothesis 3a-3b – Scientific and telecommunications factors:  Hypothesis 3a predicted a positive relationship between R&D intensity and research output (SCIENTAR) of the host country.  Hypothesis 3b predicted a positive relationship between R&D intensity and telecommunications factors -- basic (PHONLINS and FAXMACH), and advanced (PERSCOMP and INTERNET) of the host country.  Scientific research output (SCIENTAR) is positively and significant correlated with RANDIN2 but not RANDIN.  The communications variables (PHONLINS and FAXMACH) are positively and significantly correlated with both measures of R&D intensity (RANDIN and RANDIN2), although the relationships are much stronger for RANDIN2.  Similarly, the telecommunications infrastructure variables (PERSCOMP and INTERNET) are very strongly and significantly correlated with RANDIN2, but only the PERSCOMP is significantly correlated with RANDIN.  Hence H3a and H3b are supported, and H3c is partly supported by the initial correlation analysis. 

Hypothesis 4  -- MNC competitive factors:  H4 predicted a positive relationship between the competitive environment (MNCPRES) in the host country and R&D investment.  The existence of MNC competitors in the host country is positively correlated with RANDIN2 but not RANDIN. Further, the level of significance is limited.  Hence, H4 is only partially initially supported by the correlation analysis.

4.4.2. Regression analysis
Linear regressions were run on five models to assess the collective predictive strength of the variables on foreign R&D investment.  We first examined the contribution of each set of variables on the full sample, and because of constraints due to the relatively small sample size of the U.S. Department of Commerce data, we generally included only those variables that demonstrated significance in the correlation analysis, and grouping variables by category.  In the multi-category regression analysis, we used a stepwise analysis that included composite variables on the revised dataset, as described above and below. For all models, we examined collinearity diagnostics and correlation matrixes to assess the independence of the predictor variables.  We also tested for the standard assumptions for regression techniques.  These include linearity, constant variance of error terms, independence of the error terms, and the normality of the error term distribution.  The data met the minimum requirements for these conditions (Hair, Anderson, Tathan, & Black, 1995).  Table 3 presents the regression results.  

******************************************

TABLE 3 HERE

******************************************

The results from Model 1, focusing on economic variables, provide additional support that country-level economic development, as measured by GNP per capita, is associated with foreign R&D activity, as measured both by R&D as a percent of overall sales, and as a share of employment, supporting H1b. The results of Model 2, focusing on institutional variables, were significant only for the corruption variable, and only for R&D as measured as a percent of overall employment, providing partial support for H2b. The results of Model 3, focusing on scientific and telecommunications infrastructure variables, were significant only for the phone lines variable, and, only for R&D as measured as a percent of overall employment (RAND2), providing partial support for H3b. The results of Model 4, focusing on the MNC competitive variable, while accounting for the contribution of host country GNP per capita, were not significant, providing no support for H4. We included GNPCAP in this model because of the clear contribution it had to variation in the other models, and the high correlation between it and the components of the two composite variables. 

As discussed above, we sought to identify an approach to testing all relevant factors we hypothesized to contribute to variation in R&D.  Given our relatively small dataset, this required making some adjustments to the data to account for missing cases and using the composite measures and scaling procedures described above.  In our tests of this complete multivariate model that included all items (Model 5), we specified the following equation:

RANDD=constant + ECON+INSTIT+IPRRAT+COMMUN+SCIENTAR+MNCPRES.

We used stepwise regression in order to identify the relative importance of our various variable categories. In this initial model test, both ECON and IPRRAT were significant predictors, but this specified model was problematic due to 3 outlier countries:  Israel, Luxembourg and Sweden, which were skewing the modeled regression as revealed in an examination of normal probability assumptions and plots.  We therefore removed these three cases from the analysis.  We then re-ran the same regression.  In this specification, both ECON and SCIENTAR were significant predictors, supporting Hypotheses 1a and 1b and Hypothesis 3a.  However, since SCIENTAR was one of the variables for which many cases had been mean substituted, we re-ran the regression again on this reduced dataset using the original SCIENTAR variable (without means replaced).  We derived the same general specification, with ECON and SCIENTAR as the only significant predictors, together explaining nearly 70 percent of the variability in R&D.  These are the estimations reported in Table 3, Model 5.  In sum, this general model provides strong support for Hypothesis 1a, 1b, and 3a. 

5. DISCUSSION AND CONCLUSION

The relationship between foreign R&D location and investment decision, and host government policies, are supported by this research.  Countries and regions are increasingly competing for investment (Lenway and Murtha, 1994; Murtha and Lenway, 1994), and globalization has increased competition among countries for investment that will contribute to national innovation and technological development (Archibugi and Iammarino, 1999).  This research provides more precise and detailed implications for government policy than previously offered in the literature.  In particular, our study has focused on a range of factors driving global R&D investment, with particular attention to economic, institutional, scientific, telecommunications infrastructure, and MNC competitive factors.  

The results support the general view that economic factors provide a strong relationship with, as well as predictive power for, the location of foreign R&D activities.  Firms apparently site R&D operations in foreign locations in countries with relatively higher GNP and GNP per capita. One tentative interpretation of this result is that foreign R&D activities may in fact support local market demand, lending further support to the contention that a significant portion of the overseas R&D activities are focused on adapting technologies and products to local market requirements (Hakanson, 1992).  In addition, scientific output appears to contribute to foreign R&D decisions, although broader environmental factors appear less important to that decision. In multivariate models, neither the institutional nor telecommunications variables contributed additional variation to the R&D investment measure. 

An alternative explanation is that these countries provide the scientific-economic infrastructure to support R&D activities, suggesting an interlinked relationship between and among economic, institutional, scientific, and telecommunications infrastructure.  This relationship was clearly supported by the high correlations between and among these various measures of economic, institutional and telecommunications progress.  This suggests that although our models attributed most of the variation in foreign R&D to the raw economic factors, it may be that other variables are also responsible, but that the variability that would have been attributed to them in the multivariate models was already subsumed by the economic and scientific output variables.

Indeed, although we begin with the assumption (and construct our models based on that assumption) that country-level economic factors, including the overall size the economy and the level of economic development, are more basic and fundamental contributors to R&D FDI than are institutional, scientific, or telecommunications factors, some theoretical perspectives would suggest that an inverse or complementary relationship is at least as important.  That is, the presence of strong institutions, and investments in technology and communications, may also be viewed as antecedents of country-level economic progress and scientific output. North (1986, 1993) argues that institutional stability, fairness, and predictability are critical variables that will directly affect economic growth and development.  Such institutional environments are demonstrated by a well-specified legal system, a clearly defined and impartial third (judicial) party of government to enforce property rights, and a set of attitudes towards contracting and trading that encourage people to engage in transactions at low costs (North, 1986; 1993).  

Similarly, the neoclassical model emphasizes how growth arises from the accumulation of capital, often resulting from the dissemination of production technologies, (Barro and Sala-i-Martin, 1992). The use of knowledge and technologies are major factors accounting for the high state of development in the Western industrialized economies, and the transfer of that technology to emerging countries is theoretically expected to result in convergence in growth performance among economies in the world (Taylor, 2000). In addition, developing regions view advanced communications as a way to leapfrog stages of economic development, and that possibility is most likely come from investors from more advanced countries (Antonelli, 1993; Engardio, 1994).  Hence, our findings in the multivariate models that attribute the bulk of variation to the economic development and scientific output variables may be missing some of the variation that should be attributed to institutional and telecommunications factors.  Our dataset limits a structural equation or path analysis of these relationships, however, future research with larger data sets should focus on these sequential relationships.

5.1. Implications For Host Government Policy and National Innovation Efforts tc "Implications For Host Government Policy and National Innovation Efforts " \l 5
From a policy perspective, the results imply several interrelated challenges for host governments.  First, those host governments wishing to attract R&D investment from abroad are well advised to undertake economic reforms and make infrastructure and other investments that will yield improved economic development and a high per capita income.  Second, institutional variables may also be important determinants of a country’s attractiveness for R&D investment, however, these factors may be so closely aligned with broader economic progress so as to make their specification difficult.  Although overall country risk, low corruption, and to a lesser extent, a crude measures of intellectual property rights protection, were all correlated with both measures of R&D intensity in the bivariate analysis, when considered in conjunction with other variables, these factors did not demonstrate consistent predictive power.  Third, the preliminary results suggest that scientific output (and to a lesser extent, telecommunications infrastructure) are also important magnets for R&D investment, and that countries that are able to provide a beneficent climate for such output are attractive to R&D investors.  Again, however, in the multivariate tests and at the composite level, the influence of communications infrastructure was not significant.  

Finally, the preexistence of MNC investment (as measured by MNC assets as a percent of the economy) did not appear to influence subsequent MNC investment decisions.  This finding parallels Feinberg’s (2000) finding that R&D production decisions were influenced by country heterogeneity, and that efforts by host governments to attract keystone investors on the hopes that their presence will draw others may be unsuccessful.  While Taggart (1991) found a high level of competitive activity to be important to R&D location, the historical argument that firms “follow the leader” in to international markets was not important to R&D investors in our study, or at the last may be industry-specific and not responsive to overall MNC investment as specified in our models. 

5.2. Limitations and Implications for Future Research tc "Limitations and Implications for Future Research " \l 5
This research contributes to the existing literature of global R&D in several ways.  It provides additional empirical evidence to support management and policy decision makers concerned with locating or attracting foreign R&D investment, offers some new potential determinants that have not been the focus of past research, and utilizes more refined variables for several factors studied in earlier research. In addition, it both reinforces the results of previous research that has centered on basic economic motivations for foreign R&D locations, while extending this research by identifying additional determinants, such as scientific output, that appear to draw R&D investment.  At the same time, this research suggests that an existing base of foreign investment does not appear to draw investment.

A study of this nature (country-level data and analysis) has a number of inherent limitations that emanate from its design.  The most notable limitation concerns the data set, sample size and ability to match data (by basis and year) from various data sets.  In our study, we rely solely on secondary data aggregated at the country level, from various sources (typically, although not always using the same basis for data development), with a limited final sample size.  Also, the single country focus raises questions of generalizability to a larger population of countries.  Given the nature of the U.S. aggregate foreign R&D, we believe the patterns we observe adequately reflect similar activities of other industrialized countries.  Hence, with some caution and caveats, these results are in generalizable to that larger population.  However, it would be tenuous to extrapolate these findings to developing countries. Although developing countries, as a population, do not yet engage in global R&D of the magnitude and scope of the industrialized economies, some countries are beginning to become more involved in R&D and both domestic and international, and future research in this area would be welcome.  

At the country level, results regarding the effect of scientific output on the global R&D location decision suggests that this is an area that would benefit from additional research.  In addition, future research might collect and analyze data from multiple country origins, including developing countries.  Studies examining increasing incidence of R&D investment in developing nations, and comparing those patterns to investment in developing countries, would be most interesting. The growing (but still limited) R&D clusters in developing countries such as India would offer insightful case studies.  Studies that focus on more primary data (collected at the firm level) that would lead to larger samples from a single data source provide useful complements to this study. In addition, the path relationships among the variables tested here would be useful to confirm whether the institutional, scientific, and telecommunications variables are, in fact, antecedents of the economic ones, whether the relationship is better specified in the opposite direction, or whether, as we suspect, the interactions are in fact dynamic and reflexive. 

International research and development activities, and the host government policies and corporate strategies that foster them, are still relatively understudied areas of managerial research.  Given the rapid movement to a more knowledge-oriented global economy, international R&D will undoubtedly play a large role in economic relations among countries and companies.  Further study will help both in navigating these challenging and complex interactions, and in guiding and supporting efforts to increase both economic and social returns from these activities. 
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APPENDIX 1: DESCRIPTION OF INSTITUTIONAL MEASURES AND MEASURES OF SCIENTIFIC OUTPUT

Political Constraint Index

The political constraint index was developed and is described by Henisz (2000a, 2000b).  It reflects the extent to which the structure of a nation’s political institutions and the preferences of the actors that inhabit them constrain any one political actor from effecting a change in government regulatory policy. The derivation of the index draws from the spatial modeling techniques of positive political theory to quantify the extent of the limitations imposed by the structure of a nation’s political institutions and the preferences of the actors that inhabit them on the feasibility of policy change. It is designed to measure the ability of a nation to credibly commit to a given policy environment.  The measure emphasizes the importance of the number of government branches with veto power over policy change (executive, lower and upper legislative chambers, judiciary, and sub-federal institutions) and the distribution of party preferences across and within these branches. The main results of the derivation are that (1) each additional veto point (a branch of government that is both constitutionally effective and controlled by a party different from other branches) provides a positive but diminishing effect on the total level of constraints on policy change and (2) homogeneity (heterogeneity) of party preferences within an opposition (aligned) branch of government is positively correlated with constraints on policy change.  The measure is computed annually and covers up to 157 countries during the period 1960 – 1998.  The measures ranges from a theoretical 0 in which there are no identifiable constraints to arbitrary political decision-making to 1 in which the constraints are fully developed and effective in limiting such arbitrary decisions.  We use the ranking for the year prior to project closure. 

Adapted from Henisz, 2000a.

Transparency International Corruption Perception Index

The TI Corruption Perceptions Index (CPI) ranks countries in terms of the degree to which corruption is perceived to exist among public officials and politicians. The CPI, which TI first launched in 1995, is a poll of polls, drawing on 14 surveys from seven independent institutions. The surveys reflect the perceptions of business people, academics and country analysts. The surveys were undertaken over a three-year period and no country is included in the CPI without results from a minimum of three surveys.  The goal of the CPI is to provide data on extensive perceptions of corruption within countries. This is a means of enhancing understanding of levels of corruption from one country to another. It does not attempt to assess the degree of corruption practiced by nationals outside their own countries.  The composite index consists of credible sources using different sampling frames and various methodologies and is the most statistically robust means of measuring perceptions of corruption systems. The questionnaire consists of a series of questions that ask for data, primarily statistical, on the main components of the criminal justice system. The latest version of this survey relates to the years 1990 to 1994. All national data are derived from the official national criminal statistics. The measures ranges from a theoretical 0 in which there is pervasive and undisciplined corruption to 10 in which there is not identifiable corruption.  We use the ranking for the year prior to project closure.

Adapted from Background Paper to the 2001 Corruption Perceptions Index.  Available from  http://www.transparency.org/cpi/2001/dnld/methodology.pdf

Euromoney Country Credit Ratings

The Euromoney country risk assessment uses analytical indicators, credit indicators and market indicators, in nine categories. The weighted scores are calculated as follows: the highest score in each category receives the full mark for the weighting; the lowest receives zero. In between, figures are calculated according to the formula: final score = weighting/(maximum score-minimum score) x (score-minimum score). The country risk ranking shows the final scores after weighting.  These include:

Economic data (25 percent weighting); Political risk (25 percent); Debt indicators (10 percent); Debt in default or rescheduled debt (10 percent); Access to bank finance (5 percent); Access to short-term finance (5 percent); Access to international bond and syndicated loan markets (5 percent); Access to and discount on forfaiting (5 percent). 

Adapted from Euromoney. 1998. Country Credit Ratings. September.

U.S. Government Special 301 Country Ratings

the "Special 301" provisions of the Trade Act of 1974, as amended, require USTR to identify foreign countries that deny adequate and effective protection of intellectual property rights or fair and equitable market access for U.S. persons that rely on intellectual property protection. Special 301 was amended in the Uruguay Round Agreements Act to clarify that a country can be found to deny adequate and effective intellectual property protection even if it is in compliance with its obligations under the trade-related intellectual property (TRIPS) Agreement. Once this pool of countries has been determined, the USTR is required to decide which, if any, of these countries should be designated Priority Foreign Countries. Priority Foreign Countries are those countries that: (1) have the most onerous and egregious acts, policies and practices which have the greatest adverse impact (actual or potential) on the relevant U.S. products; and, (2) are not engaged in good faith negotiations or making significant progress in negotiations to 

address these problems. Hence, although the USTR rates a number of countries according to their intellectual property protection and progress, these ratings present a number of challenges to incorporation in an empirical study of this sort.  Nonetheless, we attempted to convert this rating into a usable ordinal scale, by designating the countries in our sample from best to worst in terms of IPR protection using the following schema: No rating (5), “Watch” Country (4),  “Priority Watch” (3), “Section 306” (2), “Priority” (1).  Note that this scale is the reverse of the other numerical scales in the sample, and therefore we would expect the signs for this variable to be the inverse of the other institutional variables.

Adapted, in part, from USTR, Special 301, Statutory Authority, available from http://www.ustr.gov/reports/2002/special301-authority.PDF
Description Of Measure Of Scientific Articles Published In Subject Countries, 1994-1997

The article counts, co-authorship data, and citations use for this measure are based on scientific and engineering articles published in a stable set of about 5,000 of the world’s most influential scientific and technical journals tracked since 1985 by the Institute of Scientific Information’s (ISI) Science Citation Index (SCI) and Social Science Citation Index (SSCI). Fields in this database are determined by classification of journals in which articles appear; journals in turn are classified based on citations patterns, distributed according to the following distributions: Clinical medicine (24%);  Biomedical research (11%); Biological sciences (10%); Chemistry (7%); Physics (5%); Earth and space sciences (5%)l Engineering and technology (8%); Mathematics (3%); Psychology
(6%);  Social sciences (11%);   
Other (10%).
 
Sources: Institute for Scientific Information, Science Citation Index and Social Science Citation Index; CHI Research, Inc., Science Indicators database; and National Science Foundation, Division of Science

Resources Studies (NSF/SRS), special tabulation. Adapted from Science and Engineering Indicators: 2000.  Available at http://www.nsf.gov/sbe/srs/seind00/access/c6/c6s4.htm#outputs
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Figure 3
Conceptual Model: Host Country Contributors to Foreign R&D
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Table 1. Variable Measures, Hypotheses, Definitions, and Sources

	Measure
	Definition
	Source

	MOFASSET
	Total affiliate assets:  Total assets of U.S. MOFAs in a particular country ($ US millions), 1999
	USDOC, BEA, US Direct Investment Abroad: 2002 Benchmark Survey Table III.J.3 (Hereafter BEA).

	MOFSALES
	Total affiliate sales:  Total sales by U.S. MOFAs in a particular country ($ US millions), 1999
	BEA

	MOFEMPL
	Total affiliate employment:  Total employment by U.S. MOFAs in a particular country ($ US millions), 1999
	BEA

	MOFRANDD
	Foreign R&D expenditures:  Total R&D expenditures abroad performed by U.S. MOFAs in that country,  (US $ millions) 1999
	BEA

	RANDDIN
	Foreign R&D intensity:  R&D expenditures abroad performed by U.S. MOFAs as a percent of their sales in that country, 1999
	MOFRAND/MOFSALES

	RANDIN2


	Foreign R&D intensity:  R&D expenditures abroad performed by U.S. MOFAs as a percent of their employment in that country, 1999
	MOFRAND/MOFEMPL

	RANDD
	Composite scale of R&D variables after missing cases replaced
	RANDIN+RANDIN2

	GNPUSD
	GNP:  Gross national product of host country (U.S.$), 1998
	World Bank 2000, World Development Indicators

	GNPCAP
	GNP per capita:  Gross national product per capita of host country (U.S.$), 1998
	World Bank 2000, World Development Indicators

	ECON
	Composite scale of Economic variables
	GNPUSD+GNPCAP

	POLCON

	Political constraints: Political constraints (0-1 with 0 demonstrating no effective constraints, and 1 demonstrating complete constraints)
	Political constraint index, Henisz, 1998

	CORR

	Corruption index:  Index of corruption (1-10 with 10 being least corrupt), 1998
	Transparency International, 1999

	CCR
	Country credit risk (0-100 with 0 being the riskiest and 100 the least risk)


	Euromoney, Vol. 353, Sept. 1998

	IPRRAT
	Numerical rating of IPR Regime:  No rating (5), “Watch” Country (4),  “Priority Watch” (3), “Section 306” (2), “Priority” (1)  
	USTR (1998-2001);

	INSTCOMP
	Composite of Institutional Variables
	POLCON + CORR + CCR

	PERSCOMP 
	Number of personal computers:  Number of personal computers per 1,000 population, country level only, 1998
	World Bank 2000, World Development Indicators; Table 5.11; 

	PHONLINS 
	Number of phone lines:  Number of telephone lines per 1,000 population, country level only, 1998
	World Bank 2000, World Development Indicators; Table 5.10; 

	FAXMACH 
	Number of fax machines:  Number of fax machines per 1,000 population, country level only, 1998
	World Bank 2000, World Development Indicators; Table 5.11; 

	INTERNET 
	Number of internet hosts:  Number of Internet hosts per 10,000 population, country level only, 1998
	World Bank 2000, World Development Indicators; Table 5.11: 

	COMMUN
	Composite scale of Telecommunications variables
	PERSCOMP+PHONLINS+FAXMACH+ INTERNET 

	SCIENTAR
	Number of science articles:  Number scientific and technical articles published in science and engineering journals, average, 1995-1997.
	NSF, 2000, Appendix Table 6-55

	MNCPRES
	Foreign MOFA presence:  Foreign assets of MOFAs as percent of total size of economy (GNP)
	MOFASSET/GNPUSD


Table 2. Correlations and Descriptive Statistics
	 Variables
	Mean
	SD
	N
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11.
	12.
	13.
	14.
	15.
	16.
	17.
	18.

	1..MOFASSET
	70424.07
	162965.46
	56
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2..MOFSALES
	38668.7627
	63127.82
	59
	.870***
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3..MOFEMPL
	124.63
	224.63
	58
	.766***
	.872***
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	4..MOFRANDD
	310.31
	758.66
	58
	.851***
	.888***
	.811***
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	5.RANDIN
	.005999
	.0120025
	58
	.097
	.100
	.114
	.270*
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	6.RANDIN2
	1.8519
	3.13114
	58
	.191
	.201
	.115
	.360**
	.806***
	
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	7.GNPUSD
	345.73
	640.31
	54
	.481***
	.609***
	.511***
	.687***
	.168
	.291*
	
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	8.GNPCAP
	12894.10
	11384.22
	56
	.332*
	.401**
	.214
	.389**
	.343*
	.641***
	.332*
	
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	9.CCR
	5.8660
	3.36618
	57
	.377*
	.458***
	.283*
	.422***
	.274*
	.495***
	.366**
	.876***
	
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	10. POLCON
	.3893
	.21640
	53
	.050
	.151
	.128
	.109
	.102
	.096
	.136
	.319*
	.417**
	
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	11.CORR
	5.6490
	2.60777
	49
	.331*
	.404**
	.238
	.349†
	.308*
	.501***
	.110
	.840***
	.859***
	.337*
	
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	12. IPRRAT
	3.9831
	.90003
	59
	.131
	.089
	-.005
	-.028
	-.295*
	-.205
	-.049
	.053
	-.098
	-.026
	.068
	
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	13. SCIENTAR
	7249.00
	10732.49
	42
	.720***
	.811***
	.672***
	.879***
	.212
	.406**
	.894***
	.435**
	.482**
	.213
	.279†
	.026
	
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	14. PERSCOMP
	152.5370
	145.50
	54
	.323*
	.380**
	.204
	.325*
	.324*
	.570***
	.188
	.920***
	.839***
	.297*
	.910***
	.103
	.325*
	
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	15. PHONLINS
	337.16
	230.40
	56
	.345*
	.394**
	.219
	.365**
	.325*
	.537***
	.279*
	.926***
	.858***
	.329*
	.880***
	.101
	.426**
	.906***
	
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	16. FAXMACH
	16.33
	19.64
	46
	.323*
	.383**
	.174
	.391**
	.307*
	.627***
	.624***
	.814***
	.716***
	.288†
	.610***
	.243
	.585***
	.708***
	.742***
	
	
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	17. INTERNET
	112.23
	191.75
	56
	.154
	.165
	.115
	.156
	.207
	.345*
	.025
	.624***
	.608***
	.251
	.738***
	.069
	.096
	.769***
	.642***
	.473**
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	18. MNCPRES
	364.92
	651.44
	52
	.118
	.051
	-.016
	.018
	.046
	.256†
	-.145
	.197
	.125
	-.074
	.380**
	.174
	.091
	.163
	.188
	.166
	-.034
	

	 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


***  Correlation is significant at the 0.001 level (2-tailed).

**  Correlation is significant at the 0.01 level (2-tailed).

*  Correlation is significant at the 0.05 level (2-tailed).

†  Correlation is significant at the 0.1 level (2-tailed).

Table 3.  Regression of foreign R&D intensity by Economic, Institutional, Scientific, MNC Competitive, and Composite Variables
	
	Dependent Variables

	
	Model 1: Economic variables
	Model 2: Institutional variables
	Model 3: Scientific/

Telecom variables
	Model 4: MNC Competitive variable
	Model 5: Stepwise Regression Of Revised Data With Variables In Bold Initially Entered^

	
	R&D Intensity  1
	R&D Intensity 2
	R&D Intensity 1
	R&D Intensity 2
	R&D Intensity 1
	R&D Intensity 2
	R&D Intensity 1
	R&D Intensity 2
	R&D Intensity Composite 
	R&D Intensity Composite

	Economic variables
	
	
	
	
	
	
	
	
	
	

	GNPUSD 
	.063
	.089
	
	
	
	
	
	
	
	

	GNPCAP
	.317*
	.609***
	
	
	
	
	.338**
	.611***
	
	

	ECON
	
	
	
	
	
	
	
	
	.755***
	. .546***

	Institutional variables
	
	
	
	
	
	
	
	
	
	

	CCR
	
	
	.001
	.256
	
	
	
	
	
	

	CORR
	
	
	.307
	.282*
	
	
	
	
	
	

	INSTCOMP
	
	
	
	
	
	
	
	
	-.238
	-.251

	IPRRAT
	
	
	
	
	
	
	
	
	.004
	.041

	Scientific/Telecom variables
	
	
	
	
	
	
	
	
	
	

	SCIENTAR
	
	
	
	
	.113
	.223
	
	
	.431***
	.431***

	PHONLINS
	
	
	
	
	.238
	.419**
	
	
	
	

	INTERNET
	
	
	
	
	-.026
	.036
	
	
	
	

	COMMCOM
	
	
	
	
	
	
	
	
	-.403
	-.237

	MNC Competitive variables
	
	
	
	
	
	
	
	
	
	

	MNCPRES
	
	
	
	
	
	
	-.020
	.136
	-.007
	.030

	
	
	
	
	
	
	
	
	
	
	

	Adjusted R2
N


	.117*

53


	.392***

53


	.054                            

47
	236***

47


	.008

39


	.271***

39


	.076*

53
	.401***

53
	.559***

39 
	.697***

39


*<.05, ** <.01, ***<.001

^ Stepwise regression on revised dataset with listwise mean substitution for all variables except SCIENTAR. Predictor variables included in the model in bold.  Composite variables in bold/italics.
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� The U.S. Department of Commerce defines a MOFA as a “foreign affiliate in which the combined direct and indirect ownership interest of all U.S. parents exceeds 50 percent).
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Hence, the basic model of this research assumes that specific project features reflect a strategic fit between the interests, resources and pressures of the state with the strategy, objectives and resources of the firm.










