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Abstract

This conceptual paper is a critical investigation of the application of knowledge and experience in international strategic management. Through a brief literature review in the philosophical treatment of epistemology a basis for analysis of conditions is generated that allows classifying uncontrollable factors in three classes of environments. The utility of knowledge and experience is compared with the utility of intuition and creativity in the strategic decision making process in order to answer the question under which circumstances knowledge and experience can facilitate better decisions in international business. This classification serves as departure point into research directions to view the internationally operating firm as a complex-adaptive system. 
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1. Introduction

This paper is a conceptual investigation into the role of knowledge for the firm’s international long-term success. It should be understood as an investigation that leads to a research agenda that contributes to the field of strategic international management. The specific question that is dealt with is the question: “Can firms utilise past experiences and the knowledge derived from it for future successful behaviour?”

This question is very wide and is positively confirmed by a number of proponents (i.e. Hamel, 1991; Doz, 1996; Lane and Lubatkin, 1998). Nevertheless, the question in its core has a long tradition with philosophers. It is a question that contains a number of elements that need to be taken into consideration. First, the question occurs if experience leads to knowledge and whatever the answer, what is knowledge? The next element to be discussed is how knowledge from the past can be used for situations and events that take place in the future. That implies also a discussion about the concept of time since experience and knowledge is something derived from the past, which should be applied in the future. Last, the research question also consists of firm’s successful behaviour, which meaning should be delimited. Looking at the question again the initial assessment of the simple question appears to contain rather heavy elements that have to be dealt with if the goal is to develop solutions for managers. Therefore we do not want to go further in this paper than to put forth a basis for discussion of a research agenda for the field of knowledge in strategic international management. 

2. Experience and Knowledge

The path to the question what is knowledge and what is the role of experience in knowledge creation is a philosophical question with different philosophical approaches that should be considered.

Classical Empiricism proposes through contributions of Bacon (cf. Anderson, 1948), Locke and Mill (cf. Hunt, 1991) that knowledge starts with observations and inductively proceeds in a steady, gradual process to general principles that would be known with-the-certainty of their foundations, for instance, simple, direct observation. Followers of this line of thought argue that all knowledge must come from experience and observation, or reflection on the same (Hunt, 1991). If such philosophical position is accepted the question posted above could be answered unconditionally with yes, the firm collects experiences based on which knowledge derives that can be used in future. 

Hume (1911 [1739]) who is not easy to classify because of his “Humean scepticism” can as well be counted as classic empiricist (Hunt, 1991). Nevertheless, he supports with his statements the rationalist movement which suggests that science could produce and did produce ”certain” knowledge through “pure reason” alone. Hunt (1991) summarises the rationalist approach that science and knowledge contains “necessary truths” in the sense that the claims would be true in both this and all possible worlds. That is, the nature of the world could be nothing other than the way science claims it to be. Descartes, Spinoza and Leibnitz were the famous contributors to the rationalist movement (Hunt, 1991). The two approaches have in common that knowledge has to be derived from methods that lead to certain, infallible knowledge. 

The “Grand Synthesis” of these approaches is first made by Herschel (1830) who distinguishes between the “context of discovery” and the “context of justification” in science. He stresses that the search for certainty is a hopeless enterprise, which is also one of the origins of fallibilistic thinking. In that approach both means can be fruitful to derive at hypothesis, generalisations and theories of science. 

After a long phase of idealism in philosophy the classical positivism with contributions from Comte, Mach and Frege have returned philosophical thinking to be concerned with scientific knowledge. Comte, who was a confirmed historicist, believes that there are certain inexorable laws of history with respect to the stages of thinking that all disciplines go through (Popper, 1965). Comte’s three stages of development of all sciences have to go through are the theological, the metaphysical and the positive. In the theological phase all events take place because of the will of god. In the metaphysical stage abstract concepts such as “essence” replace gods will. In the final stage the science stops looking for final truths and turns to discover law-like relationships of coexistence and succession by using methods of observation, experimentation and comparison (Hunt, 1991). In Comte’s hierarchy of sciences astronomy has gone through all the stages, while the science of sociology would have to go through the stages in future. With Comte the emphasis on explanation and prediction functions of science is established and it influences to large extent the later “verification theory of meaning” of the logical positivists (Hunt, 1991). 

The twentieth century brings scientific realism, which through Russell (1929) manifests its ontology in the “logical atomism”. This method breaks down [philosophical] problems into their constituent parts and elements. This method is known as “logical constructivism”.

Logical positivism is a movement that has its origins in the Vienna Circle and is an answer to the then prevailing traditions of idealism (Hunt, 1991). Logical positivists follow Russell’s (1929) “logical atomism” and Wittgenstein’s “ (1922) “logical clarification” of language. In their view the philosophy of science has the purpose of clarification of the language of science through critical discussion, formal (mathematical) logic and the verifiability principle in order to create a unified science (Hunt, 1991). 

Logical positivism has a lot in common with logical empiricism concerning the nature of the world, science and the philosophy of science (Hunt, 1991). The four key concepts of logical positivism are: laws, explanations, theories and verification. In order to escape a dilemma of logical positivism Carnap (1936), a logical empiricist, adopts the “criterion of testability”. Logical positivists have the dilemma that although observations in the past verify universal conditional it is always possible that some disconfirming observation might occur in the future (Hunt, 1991). The criterion of testability implies gradually increasing confirmation for the knowledge of science. Hempel (1965) provides the deductive-nomological model of explanation. This model requires that explanations have to derive from a set of universal laws and a set of initial characteristics associated with the particular situation. Meaningful theories have to possess theoretical terms that must be explicitly definable through observational terms. The explicit definitions would make the relationship between the theoretical and observational terms purely analytic. 

Popper (1963), who sees Newtonian physics overthrown by Einstein’s relativity theory argues that even though Newton’s laws have been confirmed millions of times by observations Einstein’s (1923) theory has refuted Newton’s laws. Popper (1965) is very specific about historicism. For him it is the oldest dream of mankind – the dream of prophecy, the idea to know what the future has in store for us. Popper (1965) argues, that many positivists who consider certain knowledge use observations and the predictability of events such as eclipses to support their idea to be capable of predicting social events as being mistaken. Popper (1965) bases his argument on a distinction between a). unconditional scientific prediction and b). conditional scientific prediction. The first being the statement that “Y takes place” and the latter being the statement that, “when X takes place, then Y takes place”. Popper (1965) states that “contrary to popular belief in natural science” the conditional prediction is prevalent. He does not deny that unconditional prediction takes place, such as eclipses, but they are rare and limited to systems that are well isolated, stationary and recurrent like our solar system (Popper, 1965). We will return to the issue of recurrent events when discussing the concept of time because it plays an important role in social systems. Preliminarily we want to specify social systems as non-recurrent systems. The mistake made by historicists is that they treat social systems and human history valid for unconditional prediction. Social systems though are not isolated systems but open systems, which constantly change and continuously undergo rapid and non-repetitive developments. As such every event in history is discrete, novel, quite unique and ontologically distinct from every other historical event (Popper, 1965). Therefore, Popper argues that it is impossible that unconditional scientific prophecies could be made in relation to human history. He states, that “the fact that we predict eclipses does not, therefore provide a valid reason for expecting that we can predict revolutions” (Popper, 1965). 

At this point it is useful to return to the original questions initially asked in this paper. What is knowledge and can experience provide knowledge useful in future? As the brief, incomplete overview of some major philosophical positions illustrates knowledge as such is difficult to define. Not so much because it is a difficult concept but because it contains ontological (“study of being”) and epistemological (“study of how we know”) elements. As metaphysical concept it also allows for different views since it requires a certain set of speculations or beliefs. The review of philosophical positions above illustrates that knowledge as a body of truth, information or principles brings out many different approaches that consecutively also result in different theories how firms can utilise experience and knowledge for strategic decision making. Before engaging in a discussion about ontology and epistemology for strategic international management it is worth to also reflect on the question of time. 

3. Time

Time, like knowledge is an important ingredient in strategic management. Strategic decisions are considered to concern the future state of an organisation (cf. Langlois and Robertson, 1995; Bell, 1996). In order to construct a basis for an approach to strategic decision-making time needs to be defined. Because the concept of time is also metaphysical and a subject to belief it is practical to assume the nature of time. In this study time is, continuous, linear, unidirectional and irreversible. Events occur in time before and after other events and the continuum of time defines the past, the present and the future. This position is in agreement with Bell (1996) since strategic decision-making takes place in social systems. Therefore, the notion of Popper (1965), to treat social systems as a matter of conditional prediction, is taken. This definition of time will be widely accepted by most people in the Western world. Another assumption concerns the possible singularity of the future. Bell (1996) notes that not everything that will exist has existed or does exist. The definition of time excludes concepts of circular, repetitive time therefore, simply stated, what will happen in the future has never happened before. To go so far to say that everything that is happening tomorrow is completely dissimilar to what happens today is not the statement. There are different classes of events that occur in the past in the present and in the future in similar fashion. But can we conclude that knowing the past and forming theories about events happening in the past allows us to predict the future? The position here is that we cannot assume that unconditionally. Finally, the question occurs if there are facts about the future? Deducting from the statements above the answer has to be that there are no observations that can be made about the future. The future is therefore non-evidential. The future nevertheless holds options, possibilities and even probabilities and is therefore substantially different from the past. Of the past we can have facts, observations and truths but we don’t have probabilities. 

4. The Construction of Strategies

Strategic thinking (cf. Mintzberg, 1994) and strategic decision-making (Mentzer, Min and Zacharia, 2000) is generally accepted to concern the long-term state of the firm. Because the future does not have facts and observations the strategist is basing her decisions on pure reasoning. This reasoning is based on facts known about the past, but not solely so. We argue that a deductive logic applies. It takes the collective experiences of decision makers supplied by secondary observational facts as a basis. We argue though that not facts per se but concepts that have somehow subconsciously formed from experiences enter this equation. Therefore another element of human nature enters the process, namely creativity and intuition. Popper (1965) who distinguishes clearly the questions of fact with questions of justification or validity writes “in his view every discovery contains an irrational element… they can only be reached by intuition, based upon something like an intellectual love (Einstein, 1934) of the objects of experience”. 

At this point the attentive reader will ask the question, how discussions about the philosophy of science relate to the managerial task of strategic decision-making. The answer is quite simple and concerns the function of knowledge in both areas. Why do scientists and managers want to know? Because both are concerned with problems they want to solve. These problems are contained in research questions on one hand and in challenges of running firms on the other hand. While scientists have the objective to create theories and to test them managers engage in quite similar tasks. They also create theories about their businesses. Those theories are commonly known as business concepts. Also managers test them, by using methods that are similar to methods like action research (cf. Lewin, 1948; Grønhaug nd Olson, 1999). 

From that argumentation is appears that managers use their collective experiences and secondary observations and melt them together, by using creativity, into business concepts that are then tested in the future through business practice. If deviations between the business concept and practice occur then adaptive and corrective measures are taken to redefine the business concept. 

Referring to the “success” component of the original question in the introduction of this paper requires dealing with the success component. Regardless the definition of success in business (e.g. growth, profit, size), managers have an external measure, which judges the accuracy of the business theory. This external measure is a top-level objective the management is setting. Its attainment is dependent on two sets of issues in business context, a). controllable and b). uncontrollable environmental forces (c.f. Ball and McCulloch, 1996). The first force is characterised by circumstances that can be influenced by the firm directly, while the latter is out of the sphere of direct influence for the firm. Especially uncontrollable environmental forces create the very problem of strategic management. If there were factors that cannot be influenced how can a firm develop a business concept and leaning on that a systematic long-term development of the firm that provides goal attainment?

Henry Mintzberg (1994) conclusively states that strategic thinking should substitute for pure strategic planning. We are in agreement with that statement but we ask a further question. When is strategic planning fruitful and when is creative strategic thinking the answer to the firm’s problem? We believe that the answer lies in the uncontrollable forces found in the environment. Strategic planning as described in Mintzberg (1994) is a type of believe and practice that finds solutions by analysing historic facts and by applying methods such as trend extrapolations to forecast future events and circumstances. On the other hand strategic thinking in our own conceptualisation is the differentiation of futures into categories of possible, probable and desirable futures (cf. May, 1996). While the strategic planning process tries to deliver forecasts about events that are based on analysis of past observational data the strategic thinking process is much stronger a synthesis of controllable and uncontrollable forces. By critical evaluation of facts the managers create a range of possible futures and rank them through probabilities. Then the picture about futures become contingency-oriented and a critical analysis of controllable and uncontrollable forces can lead to futures that are desirable. Based on that strategic actions are taken. Methodologies that support such approaches come in many different shapes and apply to many different situations. Examples for such methods for strategic thinking are well summarised in Graham May’s (1996) book. The goal of this paper is not to pursue discussion of such methods. 

The objective of this paper is a critical analysis if past experience and knowledge can contribute to future successful behaviour of the firm. So far we haven’t found a conclusive answer but we have illustrated good arguments in favour of both, agreement and disagreement concerning the statement that experience can lead to successful future behaviour and strategy making. 

To take account we can say that prophecies about future events and therefore successful strategy making is with good reasons to neglect since we most certainly agree that there is no absolute certainty of knowledge and therefore it is impossible to know what will happen in the future. In Popper’s (1965) spirit we can exclude unconditional prediction from such analysis. Therefore we can also say that the use of experience for strategic decision-making is contingent and conditional. If that is assumed we should be able to classify conditions under which we can assume that successful strategic management will rely more on experience and secondary data, or on the other hand circumstances under which strategic decision-making should rely more on intuition and creativity. 

5. A Classification of Strategy Making Conditions

Before doing that there is a need to set some requirements under which conditional forecasting is feasible. As a basis for forecasting the manager needs to have reliable understanding of certain mechanisms and laws that apply under specific circumstances. The manager then can utilise such knowledge in order to forecast developments of uncontrollable forces in the future and plan the strategic development of the firm. The question occurs where can we rely on such knowledge?

The other extreme are circumstances where the manager cannot rely on mechanisms and laws that can be inductively constructed through experience and data. Also for that situation the question is how to recognise such circumstances.

In general, business takes place in social systems and social systems we have argued are conditional systems, therefore forecasting based on experiences and observations is a risky activity. The risk, so our argument can be classified. The basis of such risk evaluation must be in the uncontrollable forces, which are mostly found outside the firm in the environment. 

Figure 1 is an attempt to generate such classification of risk in terms of utilities of experience (observation, facts) and utilities of intuition (rational, creativity) in relation to the state of predictability and uncertainty for the strategic decision maker. 


The classification is based on the degree of predictability of the future state of uncontrollable forces. The firm’s environment is assumed to contain the majority of uncontrollable forces. Its extent increases with growing internationalisation of the firm’s industry. The uncontrollable forces of the environment determine the predictability of the future and of successful strategic behaviour on the other side. We have subdivided this characteristic according to its extent into three classes of environments, stable, complex and chaotic ones. This approach is not substantially new. Emery and Trist (1965) were among the first ones to bring out such typology. In relation to their way of classifying a stable environment is very close to the placid-randomised/placid-clustered classes, the complex environment corresponds closely to their disturbed-reactive environmental class and the chaotic environment closely contains what they term the turbulent field. Also classifications of Jurkovich (1974), Khandwalla (1977), Aldrich (1979) and Miles (1980) fit into this way of classifying the state of the environment. 

The illustration in figure 1 is used to define different classes of environmental conditions under which strategic management can rely on experience and observations and under which conditions intuition and creativity play a prominent role in strategic decision making. 

In the first class, the stable environment, the firm recognises environmental forces that are uncontrollable but which have a high degree of predictability concerning their future development. We could also argue that under such circumstances strategic decision making can rely on experiences of managers, “rules of industry”, empirical data and facts and on methods such as trend extrapolation (cf. May, 1996; Bell, 1996). 

In the contrary case in the third class, the chaotic state of the environment, the risk of forecasting is very high, uncertainty levels are high, and the utility of “laws” derived from past experiences and observations is low. Under such circumstances strategic decision-making is better off applying methods that are based on intuition and creativity because it can be assumed that forecasting is to highest extent unfeasible. 

The second class, we term it complex environment, is the border space between stability and chaos. In that type of environment the strategic decision makers will find aspects that can be forecasted satisfactorily and other aspects where the uncertainty level is high and predictability impossible. That space is a very interesting one and arguably systems approaches can yield good solutions. 

The critical reader might make remarks concerning the practicality of this classification for managers. How do managers know to which class their firm’s environment belongs, would be a logical question. The short answer we want to give is that such questions are unlikely to be asked by managers because they know based on facts or intuition which field applies for their situation. An academic answer is a bit more elaborate and it would probably lead this whole paper into another direction. But to give a brief answer we would argue that the measurement for such classification would be the uncertainty level of the firm. This uncertainty level could be measured by taking structural characteristics of the environment and the relationships between actors in this environment into account (cf. Pfeffer and Salancik, 1979). The relationship on the other hand we would argue could be deducted by investigating the nature of the firm’s dependencies to other actors and therefore defining which parts are uncontrollable and to what extent this influences the firm’s autonomy to plan. 

To sum up this section we want to point out that not the area of stable environments is interesting for further research, nor chaos but the space of complex environments should be focused on. This statement is supported in two ways. First, looking at the world today, with its increasing international interdependencies among firms, with a high level of technological change, with decreasing regulation on national and international levels (cf. Hansén, 2002). Based on that we have to assume that stability can only be temporary and change that takes place in highly complex systems is prevalent. Secondly, the space of complexity is the space where predictability is low or very difficult. At the same time it is also the space where intuition and creativity gains in importance (cf. figure 1) and therefore it is the space where new innovations can develop (Keene, 2000). 

Therefore we argue that the search for new strategic tools should focus on dynamic systems and on complexity. There are a number of interesting approaches that investigate complex-adaptive systems in order to apply complexity theories, self-organisation theories and emergence theories to the field of business. The ultimate outcome that is desirable is a theory of the firm that treats it as a complex-adaptive system. In the next section we would like to look into that direction in order to stimulate discussion. 

6. Knowledge of Complex-adaptive Systems

The question of this article was how experience and knowledge can be used in strategic decision-making. As the discussion above has indicated the interesting space of complex environments offers only inconclusively in how far experience and knowledge can serve strategic decision-making under such circumstances. Research in the area of complex systems might provide better insights in order to find an answer.

Beinhocker (2000) points out that in a world of constant innovation, technological and business system changes, rapidly swinging consumer demand and new laws and regulations, long-term predictability is virtually impossible. We often find increasing rather than decreasing returns: companies can build small advantages into big ones through positive feedback and potentially bring about a significant change in the industry. The recent explosion of the Internet is an example and will be, as we have seen, a future key channel for industries (Beinhocker, 2000). 

Solutions for feasible models of strategic decision-making will likely involve dynamic systems thinking. That is thinking concerning systems, which are by nature open and composed of many individual elements that constantly emerge through self-organisation. Research illustrates (e.g. Prigogien and Herman, 1971; Luhmann, 1986; Kamp et al., 2002; Ebel et al., 2002; Wagner, 2002; Gordon, 2002; Agar and Wilson 2002) examples of self-organising systems such as cities, forest ecosystems, the Internet and the human immune system. Scientists (cf. Beinhocker, 2000) are arguing that all complex systems obey deep common laws and share certain common behaviours. 

At this point the discussion makes a loop back to the question if we can use knowledge and theories that have been drawn in the past for behaviour of complex systems in the future? The answer has to be yes, if we trust that we can develop theories that describe fundamental laws about the behaviour of complex systems, self-organisation and emergence. The answer has to be no, if we assume that such laws cannot be obtained. The final answer cannot be given yet. If such theories can be obtained the effect will be vast for strategic decision-making. On more general level it will lead to a complexity-based microeconomic theory. A growing body of research (e.g. Pigogine and Herman, 1971; Maturana and Varela, 1980; Luhmann, 1986, 1995; Troitzsch, 1990; Küppers, 1996) shows that serious efforts are being made to construct such theory. 

The philosophical background of a complexity-based theory might take ideas from Bergson (Bergson, 1938). That philosophical thought describes that in emergence the whole is more than the sum of its parts. Emergent qualities are realised when self-organisation transcends the elements from which it has developed (Letiche, 2000). Complexity theory recognises that human existence is an open social system characterised by a constant process of complexification (Letiche, 2000). Letiche (2000) notes, “Development to higher levels of organisation and social complexity occurs continuously. Complexification poses a challenge to rethink social science. Further development cannot be accurately predicted from the nature of constituting parts, if self-organisation really produces qualitative changes in systems” (Letiche, 2000). Scientific laws can only apply to defined and consistent universes. If the universe being studied changes so radically that it substantively becoming a new universe, then the old laws no longer apply (Letiche, 2000). These interpretations of Letiche (2000) allow for two kinds of conclusions. First, that business or society constantly evolves and therefore the social construct constantly emerges into new universes of discourse, then the attempt to make laws, which apply for future events, might be a fruitless enterprise. The second conclusion, that a theory of complex-dynamic systems, or with other words, a theory of change is needed. Letiche (2000) writes, if in emergence genuinely new aggregation levels of complexity appear – if the new is or can be quantitatively different from the old than a theory of change that rejects assumptions of characteristica universalis should be developed. The philosophical challenge returns where we started out in the beginning of the paper. Penrose (1989) asks the question, “the Emperor’s new cloths” – “What does it feel like?” Rationality without experience may be able to capture the rules of computation but does not those of the mind. Hardy (1998) argues that a complexity theory that denies altogether the role of the self is just another form of rationalist reductionism. The diversity and complexity that complexity theory ought to capture surely must include the (in-) coherence of the self. Letiche (2000) argues, if we assume that emergence and change are real factors of importance, then we have to find a way to reconcile sense data (change) and logic (performance). Bergson’s (1938) attempts this by understanding logic via a theory of conventionalism wherein logic is understood as experiential. Poincaré (1952) agrees by rejecting the “pitfalls of science” – logic without experience and experience without logic”. 

From that discussion some conclusions for a complexity-based microeconomic theory and for strategic decision-making can be obtained. First, there is a need to understand the fundamental laws of change and of dynamism. Second, it implies that such a theory needs to be somehow evolutionary, because the new universe is a development or complexification of the old universe. And third, such a theory needs to be a synthesis of experience and of logic, or with other words needs to reflect the nature of how decisions are made. If a complexity-based theory can fulfil these criteria we might open a whole new chapter for the science of business. The tools resulting from it will be highly beneficial for strategic international management. 

7. Conclusion

This paper starts out with the simple question, “Can firms utilise past experiences and the knowledge derived from it for future successful behaviour?” This question, which is trivial looking, has proven to contain heavy elements. The review of some major philosophical positions throughout history provides two poles around which disagreement has been generated. The one pole is opting for an experience/observation/learning belief for success in strategic international management. The other pole asserts that rationality and imagination leads to future strategic success for firms’ decision-making. 

Through the discussions we arrive at a point where we see a step toward a solution in form of classifying the circumstances under which the two opposing views apply. In figure 1, three such general circumstances are discussed. We argue that the interesting space for discussion is the class of environments in which predictability is rapidly decreasing (in terms of foresight, cf. Mintzberg, 1994) and where stability is low. We term this space “complex environments”. For complex environments our analysis shows to be widely inconclusive concerning the question if experience and observation or rationalism and intuition is beneficial to strategic decision-making. 

The potential solution may lay in complex systems and the theories, which could be expected from this direction of scientific research. Such theories could provide us with fundamental laws and theories about how complex systems behave, how different elements in the environment emerge through continuous self-organisation. If we assume that at one point science will provide such theories that explain how elements organise themselves in open dynamic systems then we are a step further towards a new theory of strategic decision-making and at large a microeconomic theory of complex adaptive systems. 

We argue that such a theory will provide to understand many of the mechanisms that happen in the intersection between falling utility of experience, observation and learning and raising utility of rationalism, intuition and creativity. Going back to philosophy and rethinking the induction – deduction conflict provides additional requirements that are necessary for such new theories. The need to experience, to observe and to obtain data on one side and the rational deductive thinking on the other side provide a useful synthesis for such new theories and for tools to expect for strategic international management. 
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Figure 1.	Conditions for Utility of Experience and Observations for Strategic Decision-Making
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